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	Modern aircraft have experienced rapid development at this time, which is proven by the discovery of more complex systems on aircraft. One of the systems that has experienced rapid development is the autopilot, which can control the aircraft automatically. The design of the pitch attitude system begins by collecting data on the longitudinal motion of the aircraft, which is then converted into a mathematical equation of the transfer function for the pitch motion. After the pitch attitude instability is identified, a compensator is made to improve the stability of the pitch motion, with the compensator used in this study being the lead compensator. The main objective of this study is to create a system that can identify parameter values ​​on the Luenberger Observer control and sliding mode control (SMC) in the flight control system. The results of several test experiments clearly show that the proposed SMC controller can produce better and more stable system performance.
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1. INTRODUCTION
In general, an airplane exhibits three translational movements (vertical, horizontal, and lateral) and three rotational movements (pitch, roll, and yaw), which are controlled by the ailerons, rudder, and elevators. Furthermore, the aircraft control system can be divided into two categories: longitudinal and lateral. In longitudinal control, the elevator regulates the pitch or longitudinal movement of the aircraft. The aircraft's pitch is controlled by the elevators, which are typically positioned at the rear of the aircraft, parallel to the wings, where the ailerons are also located. Pitch control is a longitudinal issue, and this research will demonstrate the design of an autopilot system that manages the airplane's pitch. Autopilot is a system that manages the trajectory of an aircraft without the need for continuous manual control by a human operator (pilot). The autopilot does not take over the pilot's role but assists with aircraft control, allowing the pilot to concentrate on broader tasks like monitoring flight paths, weather conditions, and systems [1]
.
 A key challenge in flight control systems is dealing with the combination of nonlinear dynamics, uncertainty from incomplete modeling, and parameter variations when defining an aircraft and its operating environment.
Research and analysis of a 3-DOF aircraft-manipulator system for longitudinal dynamic virtual flight testing in a wind tunnel, the system consists of a manipulator arm with two degrees of freedom of rotation and an aircraft model at the third joint, which only moves in the longitudinal direction (surge and heave), while the aircraft pitch is free and can be controlled through the moving tail. The aircraft dynamics model is used to generate dynamic response trajectories in free-flight conditions. The aircraft-manipulator system is modeled using the Euler method and controlled with PID to follow the trajectory. Inverse kinematics is used to generate the manipulator reference angle. Simulations are performed in MATLAB/Simulink and the results of the virtual flight test are compared with the free-flight trajectory, demonstrating the potential of this system for virtual flight testing [2].

research that analyzes tracking control for UAV with discrete-time nonlinear dynamics experiencing uncertainty, time-variant disturbances, and input saturation, with a neural network approach, the system uncertainty is estimated, while the disturbance is resolved using a nonlinear discrete-time disturbance observer (DTDO). An adaptive neural control (ANC) strategy based on backstepping technique is developed using an auxiliary system and a tracking differentiator. Discrete-time Lyapunov analysis shows the stability of the signal in a closed system. The validity of the method is proven through numerical simulations [3].

This study analyzes the robust flight control for multirotor UAVs (MAVs) under limited force and torque disturbances, especially for MAVs with even number of fixed rotors (≥ 4). The approach used involves a hierarchical control architecture with quadratic programming-based control allocation independent of rotor configuration. Position and attitude controls are designed separately using fast nonsingular terminal sliding mode control (FNTSMC) method to ensure finite-time stability and robustness. The main contributions include the extension of the hierarchical control scheme to all types of fixed-rotor MAVs and the stability analysis of FNTSMC. Simulation results and hardware tests demonstrate the effectiveness, flexibility, and reliability of the system under nonlinear and limited disturbance conditions [4].

From several literature reviews that have been mentioned, a grouping of control methods can be drawn where the lead compensator is included in the classical design method, then the state variable feedback is included in the state space method, and the sliding mode control is included in the optimal control system. So in this study the update proposed by the author is the control of the pitch attitude system with the sliding mode control (SMC) method, where the SMC method is then compared to the lead compensator and Luenberger observer methods.
2. RESEARCH METHODS
In conducting research and analysis of a system so that it can run well, there needs to be a sequence of methods that must be studied and explained. Some of these methods are expected to make research analysis easy to complete.
2.1.    System Dynamics
To model an aircraft, it is necessary to derive the equations that represent its behavior. This is done by applying Newton's laws to relate the external forces and moments to the system's accelerations. When modeling an aircraft system, certain assumptions need to be made, and specific axes must be chosen. Aircraft typically have three rotational movements and three translational movements. Aircraft motion is associated with two types of dynamics: lateral and longitudinal dynamics. The aircraft's pitching motion is regarded as its longitudinal dynamics, while the roll and yaw movements are categorized as its lateral dynamics. The yawing motion of an aircraft refers to its movement to the right or left around the z axis, whereas the rolling motion involves the aircraft rotating around the x axis, as shown in Figure 1.
In aircraft modeling, six coupled nonlinear equations of motion are employed to describe the aircraft's behavior, which can be difficult to analyze. However, with certain assumptions, these nonlinear equations are simplified into two sets, each containing three equations [5].
 Three of the six equations represent the forces along the axes, while the remaining three describe the moment equations around the axes.
[image: image2.emf]
Figure 1. Aircraft coordinate system [1].

2.2.    Transfer Function for Longitudinal Motion
The selected aircraft, a Boeing 747-400, is flying in straight and level flight at an altitude of 20,000 feet with a speed of 673 ft/s, while compressibility effects are ignored. The values for this aircraft are provided in the Table 1 and Table 2 below [6].

Table 1. Aircraft Stability Features

	Aircraft
	747-400

	Parameters
	

	Altitude (ft)
	20,000

	Mach
	0.650

	True Speed (ft/s)
	673

	Dynamic Pressure 
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	Longitudinal Derivatives
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Prior to conducting calculations, it is necessary to determine several additional coefficients. These coefficients are derived from computer models instead of wind-tunnel experiments or real-world data, and they use stability axes.
Table 2. Extra Coefficients for the Aircraft
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At low cruise conditions, stability derivatives are computed using mathematical techniques and solved to determine transfer functions, damping ratios, and natural frequencies for nonzero solutions, applying both short period and phugoid approximations [7]

, [8].
 The calculations are carried out to achieve a nonzero solution, and the values in the coefficient matrix A are determined as illustrated in Table 3 below.
Table 3. The Values in Coefficient Matrix A
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The nonzero solution for the longitudinal equations of motion in matrix form is as follows:
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The nonzero solution for the longitudinal equations of motion is as follows:
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The calculation of transfer function of 
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And the state space system of  
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The dynamic system represented by state space equations is shown in Figure 2.
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Figure 2. Transient response of the pitch attitude aircraft.
The aircraft's longitudinal dynamics nonlinear equations have been linearized using small perturbation theory, resulting in the derivation of the aircraft's pitch system transfer function based on the assumptions made in the previous section. It is observed that the aircraft's pitch system is stable, as its poles are located in the left half of the s-plane [9].
 Therefore, the control objective is to ensure the system meets its performance requirements, which include tracking the step reference with a rise time of less than 16 seconds and a peak overshoot of less than 0.25%. Additionally, the system response should reach the final steady-state value within 40 seconds, with a steady-state error of less than 2%. To achieve the specified control objectives and further enhance the stability of the aircraft's pitch system, this paper discusses three control methodologies: lead compensator, Luenberger observer, and sliding mode control (SMC).
2.3.    Lead Compensator Controller

The transfer function for lead networks (without including a gain constant) is represented as:
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If the open-loop frequency response analysis indicates that positive gain and phase contributions from 
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Solving results in 
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Since it is clear that multiple roots at zero and 1 are not appropriate for the design, the solution for α must be positive. It can be easily shown that for a single compensating network 
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. Once this condition is met, the quadratic equation will produce both a positive and a negative solution. The valid value for α is positive. By using 
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 can be computed from the magnitude expression of (2), expressed as: 

[image: image104.wmf](

)

2

2

2

2

a

a

a

wt

-

-

=

c

c

                                                                                                                             6)
The above procedure is straightforward, precise, and reliable. However, if the accuracy of the graph pick-off is adequate, the solution can be obtained without requiring calculations [10].
 The curves are plotted with the required gain and phase contributions, as illustrated in Figure 3, Figure 4, and Figure 5. The values of 
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 and α are obtained by interpolating the parametric curves. Damping ratio 
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Figure 3. Lead compensator controller
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Figure 4. Magnitude plot for 
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2.4.    Luenberger Observer Controller

The system can be represented by a set of differential equations in the following form
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Consider the system described by the set of equations (7). Since the number of measurements is smaller than the number of phase coordinates. It is essential to define the filter in order to minimize the error rate 
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It follows that the complete state of the system 
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It is helpful to express the previous equation in the following form
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The variable p(t) can be determined using the following differential equation
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In the equation, y(t) represents the control variable.
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Figure 5. Aircraft pitch response using a lead compensator
To synthesize the reduced-order observer without specifying derivatives (which are required to obtain additional information), assume that
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Equations (7) and (8) demonstrate that q(t) fulfills the differential equation
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The reconstructed system state vector appears as follows
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Equations (8) and (10) outline the reduced-order observer. To convert the continuous observer described by (8) and (9) into a discrete form, assume that
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 , where T is a sampling time.
A system is considered observable if it can fully reconstruct its state from the detected output value. The state observer can estimate the internal states of the system using the input and output values of the observed system [11],
 [12].
 The observer for the dynamic system, based on the Luenberger observer, is illustrated in Figure 6.
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2.5.    Sliding Mode Control
SMC was developed in the 1970s in the Soviet Union, primarily for use in aerospace and missile systems [13],
 [14].
 While grasping the exact mathematical details of the method can be difficult, in many cases, SMC can be applied effectively without a thorough understanding of its complex mathematical foundation. Due to its robustness and these benefits, it is extensively applied in areas like robotics, power electronics, and servo drive control, where variable system structures are prevalent. 
The objective of SMC is to steer the system into a state where its dynamics are controlled by a differential equation with reduced degrees of freedom. In this state, the system is theoretically unaffected by changes in specific parameters and certain kinds of external disturbances. This condition is referred to as sliding mode. While sliding mode control is theoretically considered an effective and robust control method, its practical implementation is unfortunately hindered by significant limitations. The primary issue is known as chattering [15],
 which refers to high-frequency oscillations around the sliding surface that greatly diminish the efficiency and robustness of the controller.
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Figure 6. Luenberger Observer
While SMC theoretically provides better performance for the closed-loop system in sliding mode, its practical limitations discourage some researchers. A key limiting factor is the need for a higher sampling frequency compared to other control strategies to reduce high-frequency oscillations (chattering). There are approaches to tackle this problem, such as observer-based, discrete-time sliding mode control designs, which prevent the system from entering the critical region [16],
 [17].

The initial step in designing a sliding mode controller is to establish the sliding surface, which is defined as follows:
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s represents the sliding surface, C is a positive constant that defines the system's bandwidth (sometimes referred to as λ in certain literature), n is the system's degree, and e is the error signal. The transfer function of the brushed DC motor is of second order, so by substituting the speed, the sliding surface can be expressed as follows:
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The rotational speed 
[image: image133.wmf]e
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 is the error signal, defined as the difference between the reference signal and the process variable. After determining the sliding surface, the next step is to generate a control signal that allows the sliding surface to be reached and sustained. This is subject to:
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To satisfy this condition, the discontinuous controller output signal is derived using the sign function, where the variable denotes the instantaneous value of the sliding surface and K is a positive constant:
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The sign (sgn) function in equation (14) is defined as:
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The sign function can cause chattering, which may negatively impact the motor. Therefore, preventing this phenomenon is crucial for sliding mode control (SMC), as illustrated in Figure 7. One approach to prevent chattering is to substitute the sign function with the pseudo function:
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Here, d is a small positive constant known as a tuning parameter, which helps reduce chattering. The selection of d is an important factor, as choosing a value that is too small may still result in chattering, while a value that is too large could cause issues for the controller in reaching the reference value. The dynamic system, based on sliding mode control (SMC), is illustrated in Figure 7.
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Figure 7. Block schema of SMC [18]

3. RESULTS AND DISCUSSION
In this research, a simulation of pitch attitude control on a Boeing B747-400 aircraft will be conducted using the SMC method on Matlab simulink. Where with this SMC method, the performance of dynamic changes in the response flight control will be compared with the performance of the lead compensator method and the Luenberger observer method. Analysis of the response pitch attitude flight control will be carried out at the initial state, then when there is an increase in the positive degree value and a decrease in the negative degree value at the steady state position.
3.1.    Comparison of Control Responses at Initial State
By referencing equations (10) to (15), constants like C, K, and 
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can derive, which are then used to design the SMC system as shown in Figure 8, Figure 9, and Figure 10, specifically: 
[image: image140.wmf]733

,

3866

=

C

; 
[image: image141.wmf]48

,

91

=

K

; and 
[image: image142.wmf]19

,

84

=

d

.
[image: image143.png]0.4

Impulse Response of Pitch Attitude
T T

Lead Compensator E
Luenberger Observer
Sliding Mode Control

Time offset 0

50

100 150 200 250 300 350
Time (sec)




Figure 8. Comparison of control responses at initial state.

The simulation shown in Figure 8 is a system at the initial state which shows that the system state response after being given the SMC controller experienced a decrease in overshoot of 734,043% when compared to the lead compensator controller [18],
 [19],
 namely from an amplitude value of 0,392 to 0,047. While the system with the SMC controller experienced a decrease in overshoot of 457,447% when compared to the Luenberger observer controller, namely from an amplitude value of 0,262 to 0,047. Then if the system is analyzed by measuring the settling time value, then the system with the SMC controller experienced a decrease in settling time value of 3.676,042% when compared to the lead compensator controller, namely from a time value of 290 seconds to 7,68 seconds. While the system with the SMC controller experienced a decrease in settling time value of 1.501,563% when compared to the Luenberger observer controller, namely from a time value of 123 seconds to 7,68 seconds.
3.2.    When a Negative Change in Direction Occurs
The simulation shown in Figure 9 illustrates a system undergoing a 10 degree negative pitch attitude change. In this scenario, the system with the SMC controller exhibits a 3.591,667% reduction in overshoot compared to the lead compensator controller, with the amplitude dropping from -0,443 to -0,012. Similarly, the system with the SMC controller shows a 2.233,33% decrease in overshoot compared to the Luenberger observer controller, with the amplitude reducing from -0,28 to -0,012. Additionally, when analyzing the settling time, the system with the SMC controller demonstrates a 1.186,207% reduction in settling time compared to the lead compensator controller, from 4373 seconds to 4029 seconds. The same 375,862% decrease in settling time is observed when comparing the SMC controller to the Luenberger observer controller [12],
 with the settling time also decreasing from 4138 seconds to 4029 seconds.
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Figure 9. Change of direction manoeuvre -10 degree.
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Figure 10. Change of direction manoeuvre +10 degree.
3.3.    When a Negative Change in Direction Occurs

The simulation depicted in Figure 10 demonstrates a system undergoing a 10-degree positive pitch attitude change. In this case, the system with the SMC controller shows a 1.079,167% reduction in overshoot compared to the lead compensator controller, with the amplitude decreasing from 0,283 to 0,024. Likewise, the system with the SMC controller experiences a 670,83% reduction in overshoot compared to the Luenberger observer controller, with the amplitude dropping from 0,185 to 0,024. Furthermore, in terms of settling time, the SMC-controlled system exhibits a 1.051% decrease in settling time compared to the lead compensator controller, reducing from 8368 seconds to 8032 seconds. A similar 340,627% reduction in settling time is observed when comparing the SMC controller to the Luenberger observer controller, with the settling time decreasing from 8141 seconds to 8032 seconds.
4. CONCLUSION
In this study, pitch attitude control on the flight control system with the sliding mode control (SMC) method can provide better and more optimal results when compared to the lead compensator and Luenberger observer methods. This is indicated by a low overshoot value and a faster settling time when compared to the two methods. At the beginning of a system moving then experiencing a positive degree value change and also experiencing a negative degree value change, the pitch attitude control system with the SMC method also provides optimal results when compared to the two methods mentioned previously. The suggestion for future research is that it needs to be further analyzed if a dynamic flight control system is combined together between 3 axes, namely pitch, roll, and yaw so that the control system used becomes multi-input and multi-output.
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