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1. INTRODUCTION

Around 2018, markets in most of the traditional market areas of Java Island receivedan invasion
of fakeshallots. This shallot comes from India, whichentered Indonesia illegally. This fake shallot is actually
onions that is the same size of shallots. The difference between mini onions and shallots is in the slices.
Onions do nothave child part in theonion, it differs with the common shallots, which have oniontillers. The
size of Mumbay's onions that are allowed to be imported in isabove 5 cm. From theresultsofan investigation
by the Indonesia's Ministry of Agriculture, it was found that at least 70 percent of onions are in each sack of
shallots. This triggers opportunities for fraud by mixing onions that are not fit for circulation with other
shallots and then being fakedas shallots. This case comes in the price of localshallots dropping drastically

[1].

Current technological developments in artificial intelligence (Al) one of which is called image
processing or commonly called Computer Vision (CV). Computer Vision is a discipline that studies the
process of extract special features of objects contained in an image or recognizing objects in images and
translatingthem intoinformation[2]. With this CV, the consumers oreven ordinary people can get a useful
information system to provide information whether the shallots to be purchased aregenuine or not.

Many studies have been carried out to recognize an object, including research to identify shallots
and onions. The method used is the feature extraction of red, green, blue colors on objects with a neural
network and a Gabor filter applied to the Matlab application. The results of testing on 100 test images can
be recognized correctly [3]. Apart from the neural network, a similar algorithm is a Haar-Like algorithm,
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and this algorithm can be used to recognize objects. The advantage of this algorithm is that it can perform
the recognition process in real-time[4]. So thatobject detection can be done directly without having to take
pictures first. Several studies on the application of the Haar-Like algorithm to detect objects are real-time
motor vehicle object recognition [5]. Theresults obtained in the testhave a percentage above 70%for images
of motorcycles, cars, and buses. The speed level of the Haar-Like algorithm reading process can also be
shown in research calculating thespeed limit of motorized vehicles [6]. In addition, implementing the Haar-
Like method with other methods is also possible, including research that combines the Haar-Like Method
with the Local Binary Pattern Histogram (LBPH)to recognize a person's face [7]. The recognition process
can be done quickly because all input images are converted to gray images before processing. Thus, the
object extraction processis only one layer, which shortens the process [8].

Based on previous studies and literature it showed that the Haar-Like algorithm hasa good and
fastobject readingrate. In addition, therecognition process canbe donein real-time. So, the method s very
suitable to solve the problem of the rise of fake onions circulating in the market. The references from both
journalsandother relevantmedia. Untilnow, no research has been foundto distinguishminionions thatare
very similarto red onions with real-time, website-based cameras. Moreover, the output results immediately
appear in the camera frame atthat time. Referring back to the previous research reference, the research which
is to detect mini onions by combining the Haar-Like algorithm with the Local Binary Pattern histogram
method and carry outin real-time is possible to do. And it is expected to have a reliable performance in
recognizing fake shallot, which is very similarto shallots.

2. RESEARCHMETHOD

The researchwas conducted with somesteps, which were requirements identification, knowledge
representation, implementation knowledge, and the last step was testing and evaluation. As shown in the

Figure 1.
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Figure 1 Research Flow

The stage of requirement identification contains the aspects needed in the system before the system
can execute the processes. In this case, the requirements identification is built into three aspects: input
requirements, process requirements, and output requirements. Input requirements are something needed by
the system to process the tasks. Input requirements include positive images, negative images, and cascade
datasets. A positive image isan image that contains a fake onion image. Anegative image isan imagethat
does not contain anonion image atall.

The onionsthat will be used as positive images are dark red minionions bought from the market
or store. Then chose the onethatwasas closeas possible to the shallots. The diameter of the selected onion
was 2 cm — 4 cm. After that, choose mini onions that are very similar to shallots, both in color and shape,
then separate them. Then we took a photo of each mini onion with one onion in at least four different
positions. The distance betweenthe cameraandthe objectis 15 cm, andthe shootingtime is during the day
at10am—1pm. The cameraresolutionused is 12 Mega Pixels, with bright day conditionsand notcloudy.
The photos arethen puttogetherina folder.

As for negative images, it comes from photos of all things in the around places. Try not to use
photos of objects that contain colors or shapes resembling onions which makes training data errors. The
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camera resolution for taking negative images is still the same, namely 12 Mega Pixels. Then the p hotos are
put togetherin a separate folder with the positive images folder.

The positive image used in this stage is 59, and the negative image used is 150 images. This image
yet meets the requirements as an inputimage, and it is necessary to do some editing on it. The purpose of
thisediting process isto makethe process oftaking features from theimage can be better, and the process is
faster without changing the input. The stages in this editing process include the editing process to remove
the background, the editing process to change the image pixel size, and the editing process for the cutting
processis focusingon theROI ofthe objectonly. Itis intended thatthe feature extraction process can focus
more on the objectonly. There isno interference from the background or other parts of the image.

The process of removing theimage background and the editing process of cropping the object ROI
is implemented only on positive images, not negative images. However, the editing processto change the
pixel value of the image is implemented on the two inputimages. The pixel value used in this process is
300x400px. Then allnegative and positive images will experiencethis process. The input requirements are
ready at this stage, and the feature data collection process canbe implemented.

The initial stage in makingthis dataset is to convertthe color of all existing images intoa grayscale
image. The purpose of this conversion is to make it easier to capture image features with only one layer,
differentfroma color formatthathas at least three channels. In addition, the timerequired to implement the
process also becomes shorter. Furthermore, all existing images, both negative and positive, are executed by
a haar-like process. The process of making this cascade datasetis as shown in the flowchart (Figure 2).

Input Images

Convert To Greyscale

2

Haar-Like Process

2

convert Data to XML

End

Figure 2 Flowchart cascade.xml

In the stage of haar-like process, it will be processed using four steps, namely haar-like features,
integralimages, adaptive boosting, and cascade classifier. As shown by the Figure 3 [9]:

Images —»| Haar-Like Features || Integral Images

v

Objek or Not «€— Cascade Classifier |« Adaptive Boosting

Figure 3 Process of Cascade

The haar-like feature is the process of extracting linesandedges in the image. All existing
pictures will be convoluted with haar-like features. The size used in this research is 20x20, so that the
convolution process will move from the top left tothe right with a boxsize of 20x20 pixels. This picture
belowis the haar-like feature usedin this process [8]:
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Figure 4 Haar-Like Features

After the haar-like feature process, the next step is the integral image process to the images.
Integration means adding small units together. In a small unit image that is added is the pixel value, the
integral value for each is the sum of all pixels from the top left corner to the bottom right [8]. The picture
belowis a flowchart of the integral image process:

Figure 5 Integral Images Concept

Based on the image above, the leftimage is an integrated value on the pixelaxis (X, y) containing the sum
of all pixelsin the rectangular area starting fromthe top leftto the location of the axis (X, y). To get the pixel
value in the shadingarea, it is done by dividingthe value of theaxis (x, y) in the shading area [10].

The next step is the adaptive boosting process (AdaBoost). Boosting assumes the availability of a
weak learningalgorithm, which is given a labeled trainingexample, resultingin a basic or weak classifier.
The purpose of boosting is to improve the performance of a weak learning algorithm while treating it as a
"black box" that can be called repeatedly, like a subroutine, but whose interior cannot be observed or
manipulated. From this, what can be assumed isthat a weak classifier is not completely meaningless in the
sense that theerrorrate isat leastslightly better thanthe random classifier [11].

The Cascade Classifier stage is an image classification process based on the number of features that
match a given filterand classified whether it includes objects or not. When the compared image values have
a similarpattern, the same pattern area will be cascading. In general, this processiis the creationof anarea
box which will later be processed for the recognitionand labeling process [12]. After all the stages are passed,
the results of thedata obtained will be convertedinto a dataset with XML format. Thenwe will immediately
test the finished cascade data tosee the level of performance in recognizing fake shallot objects. The picture
belowis the flowchart of testing the dataset cascade.xmlthathave been create before:

Y

classification based on cascad.xml

Input Image

Convert To Grayscale

v

image feature ekstraction / display rectangle frame in ob)ect/

l

onion or not ?

End

Figure 6 Testing Cascade Flowchart

Several parameters were usedto testthis dataset, including the distance between the camera and the
objectisabout 15-30cm. The camera used in this test is different. The camera used in this testing phase has
a resolution of 5 MP and video Resolution: 1920 x 1080. The position of the object's surface is as clear as
possible without being blocked by other objects or covered by more than 1/3 of the part. Tests are carried
out with adequate lightingorat least duringthe day or if at night try to have sufficientlighting.
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After the identification stage is complete, the next stage is the stage of identifying process
requirements. In this stage, a follow-up process was carried out from the input requirements stage. In this
stage, the dataset cascade was created but with a different value. Inthis case, theimage data that is processed
is only positive images. The images size is 300x400 px, same as with the positive images used in the
requirement process to make file cascade.xml. the compared images in this stage using 50 images with the
different position object at all. The extraction process refers to the previous cascade.xml file. The area
considereda fakeonion by cascade.xml, the histogram value of theimage will be calculated. This process is
called the localbinary pattern histogram (LBPH) process. The process also calculates the image histogram
value as a feature compared with theimage list features in the haar-like feature. The main character of object
recognition with this method is the composition of the micro-texture-pattern, which is a nonparametric
operator that describes the local spatial layout of the image [7]. The data obtained will be converted into a
file with an XML extensionwith the name training.xml. as described in the flow of steps below:

/InputCompanes]mages/
Convert To Greyscale

Get Roi Objek
based on cascade.xml|

¥

I LBEPH Process |

v

convert Data to XML

End

Figure 7 Flowchart training.xml

Identification of output requirements is the need to process various things made in the input
requirements and process requirements. The things that have been made in the previous process include the
cascade.xml dataset and the training.xml dataset, which will then be processed and extracted to produce
output. The steps performed here are as described in the following flowchart:

calculate of images Pixel based on calculate Integral pixel in Image *
Dataset cascade.xml Labeling and claculate
+ Confidence Value
I do Adaptiv Boosting Process I +
* | Percentage = confidence -100% |
does the result is +
bombai's onion or not ? calculate pixel classification based on
integral value and adaptiv boosting value o
show label, rectangle in roi object
+ and the convidences value
calculate matching value of clasification | |
do value matching in Pixel with Fixel | | based on dataset training.xm| £nd

based on dataset training.xml

Figure 8 Recognition Shallots Recognition

Several parameters were used to recognition system test, including the distance between the camera
and the objectis about 15-30 cm. The camera used in this test is different. The camera used in this testing
phase hasa resolutionof 5 MP andvideo Resolution: 1920x 1080. Theposition of the object's surface is as
clearas possible without being blocked by other objects or covered by more than 1/3 of the part. Tests are
carried out with adequate lighting orat least during the day orif at night try to have sufficient lighting.
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3. RESULT AND DISCUSSION

This part is the result of implementing the system based on the design that has been made previously.
The input data discussed earlier are negative and positive images. The following displays the need for input
images that have undergone a repair process as described earlier on the left are positive images. As shown
in Figure 9.

Figure 9 Positive Images

The picturesabove are some examples of positive images thathave been donein theediting process,
where the steps taken are removing the background and cutting the object's ROI. After that, change the image
size to 300x400px. All positive images that are ready will be collected in one folder. It should be noted that
the more variations in the position and shape of the fake onion image, the better the reading will be. After
the preparation step of the positive image is ready, the next stepisto prepare the negative image as training
material. Several stages of editing the negative image are also needed, but not as muchas the positiveimage.
The following s a display of negative images that have been done a repair process:

N

Figure 10 Negative Images

The picture aboveisa sample display of negative images thathavebeen done in the editing process.
The editing process thatoccurs is resizing the image to a size of 300x 400 px, the same size asthe positive
image below. After the two input requirements are ready, the next step is to perform the feature extraction
process from the two input images. Before the data is processed, all negative and positive images are
convertedto black and white. After that, the feature-taking process canbeimplemented on the amber object.
The steps take the dark-light feature values with haar-like features from the top left to the bottom right by
matchingthe values according to the feature masking. Asin the figure below:

3|6|8|6|3]|a|9]2
2|9|a|l7|6|3]|2]3
slaf|2|2]alz|2]s
|:>25792642
1|s|1|afals]z]|7
al1|2]6]8|5]|9]1
7]lalof1|6]2]|1]3
3|8|s|s|1]9]|a|s

Figure 11 Haar Like Feature Process
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Then after we get the value of the masking process with the haar-like feature mask is obtained. The
next step isto implementanintegral process onthatvalue. This stage aims to implementan integral process
on the image pixels by increasing the image value ata certain point with the pixel values on the left and
above. Afterthe process of adding pixel valuesis complete. Thenextstepis to calculate the value of the dark
and light areas passed by the masking haar-like feature by adding up the average pixel value of the black
area minus thenumber of average pixel values for the white area to obtain a new value. If the value obtained
is farfrom one, it can be interpreted that the haar-like feature masking is not similarto the character of the
image composition. However, if the value is close to one, it can be interpreted that the pixelarrangement is
followingthe haar-like feature maskingandwill be marked as thepart that is close to appropriate.

From the pixel position that has been identified on the stage of the integral image, and then it will
be processed with the Adaptive Boosting (AdaBoost). This process is aimsto group the characteristic values
that havebeen obtained at the integral stage into several classes according tothe data features. Then the class
division will be carried out, and each class member will be identified regarding the number of members that
do not match. Each member who does not fit the class will be considered a weak member, and each weak
memberwill be addedto the newweight. Then do the Adaptive Boosting process again. Up to the smallest
errorvalue. Asexplainedin the Figure 12.

o © o O o O
o © o O o O

e O ¢ ® ° [
o @ ®

® ®, ®e
Stage 1 Stage 2 Stage 3

Figure 12 Adaptive Boosting Process

Thered coloris assumed tobe fakeshallots, and then the green one is supposed to be another object.
The first step is to divide the set into two partsand classify it. Stage 1 was dividedas shown in stage 1, and
it was foundthat in thered class 2, classificationerrors were found, and in the green class 1 misclassification
was found. Thenext stage is stage 2, where thewrong member in each category isadded to the newweight,
asshown in stage two, and classified into two different classes. And the resultis that the red class has two
errors, and the green class gets one error so that the wrong member in each category is added to the new
weight again. Thenatstage 3, the class division is carried out,asshownin the picturestage 3. There isonly
oneerrorfound in the green class, namely one error.

After the smallest error value is obtained, the cascade classifier process can be carried out. This
process is classified based on the number of masking haar-like features that match the pixel values in the
image. This stage is carried out many times by comparing the haar values in each classification, starting from
the smallest match value to the most matching haar value. When each stage is obtained more and more
matching values, the category will decide thatthe object is recognized. I f many haar values donotmatch the
pixelcharacter, they canbe classified as unrecognized objects.

In that stage, all processes will be carried out toall positiveimagesin the training folder. more input
images, make the better the training result. All values that have been obtained in the previous process will
then be stored asa dataset. Which will then be convertedinto a file with an XML extension. At this stacg,
the requirement to create a cascade dataset has been fulfilled. The process canbe carried out by referringto
the flowchart that has been shown previously. The following is a snippet of a successful cascade dataset
creation. The result of this dataset is named dataset cascade.xml. Asexplained in the Figure 14.

<maxbieakCount>7</maxWeakCount >
<stageThreshold>-1.8451162877960968e-01</stageThreshold>
<weakClassifiers>
<>
<internalNodes>
@ -1 11 3.2421760261858807e-82</internalNodes>
<leafyv

-2.1

655506134e-81 9.0476191843853760e-01</leafValues></ >
<>
<internalNodes>
-1 61 -1.297951348675354@e-01</internalNodes>
<leafVa
9.115474320137023%2-01 -1.835344433784484%e-01</leatValues></_ >
<>

es»

Figure 13 Dataset Cascade Value
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The image above is a snippet of the negative and positive image extraction results and has been
converted into XML format. The existing cascade dataset cannot be implemented into the system to
recognize objects before testing. If the test on the fake shallot object has been successfully recognized, the
cascade dataset can be implemented. The following are the results of testing the cascade.xml dataseta gainst

minionionsorfake or'l'iwg'(l’:jgure 15)

[wepeh-$:24—

e

> nhhind

(waph3d3® | LaxahlfE

wajah 373

T .t Ciresessaeiia

b);ib;léf_

Figure 14 Cascade Result Testing

The displayaboveis the result of testing the cascade.xml dataset againstthese onions or fake onions.
Theimage used fortestingis a photo image, not a video. With the cascade datasetthat has been tested and
declared to recognize the onion object, the next step is to create a new dataset containing the local binary
pattern histogram (LBPH) value with the reference image. The reference image used is 50 images. The
histogram values that have been extracted are then converted into an xml file with the name trainingxml.
The convertionresults of datasettraining can be seenin the Figure 16.

<?xml version="1.8"2>

<opencv_storage>

<opencv_lbphfaces>
<threshold>1.7976931348623157e+3@58</threshold>
<radius>1</radius>

<neighbors>8</neighbors>

<grid_x»8</grid_x>

<grid_y»>8</grid_y>

<histograms:>

<_ type_id="opencv-matrix">

<rows>1</rows>
<cols»16384</cols>
<dt>fe/dt>

. 8. 8. 9. 8.
-51571953e-
-51571953e-
-51571953e-
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-51571953e-
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5.
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@
. 8.
@
1
@
@
@

[ U~

. a.
.18314391e-83

. 5.51571953e-
. 5.51571953e-
. 8. 8. 8. 8. @. 5.51571553e-04

a. @.
a. 8.
a. a.
a. a.

9.99999948e-01 5.51571953e-84
-28628781e-
a.
a.
a.
a.

@3 5.515715953e-04 @.

@. @. @. 9. a. a.

@. 2.75785988e-83 @. @.

@. 8. 8. 9. 8. B. 8. 8. 9.
5.51571953e-84 @. @. 8. 0. 8.
@. 1.18314391e-83

@4 @. 9. @. 9. B. 8. @.

@4 5.51571953e-04 8. 8. 0.

51571953e-84 5.51571953e-04 @. @. @. @. @. 8.

Figure 15 Training Cascade Dataset

Afterthe trainingfile exists, the nextstep isto implement the output stage. The previously created
data cascade, namely cascade.xmlandtraining.xml, will be used to perform the image reading process and
calculatethematch value based on the histogramvalue in the reference image with the histogramv alue input
image. The following s the result of displaying the results of reading objects and labeling :
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Figure 16 System Testing

From the picture above (Figure 17), it can be seen that the system has worked according to the
previously mentioned design. In addition, the system also succeeded in detecting fake onion objects. Then
the next step isto test and evaluate the performance of the system. The test was carried out by mixing mini
onions with Brebesvarieties of shallots. With the sampling method singly or in groups. The test was carried
out between 2:00 PM -03:00 PM with a distance of 0-30 cm from the camera to the object. Below is an
equationto calculate the percentage of system detection and an equationto calculate the average rate of the
system.

X
— 0,
True Pefcentage = S Fake shaliots X100 % (1)
Explanation :
X = number of fake shallots which are detected by sistem
Y. Fake shallots =the number of fake objects should be

nt
Average Rate Procentage = Y percentage

(2)

Y testing sample

The table below is a sample test table accompanied by sample images and recognition result, the
percentage valueis calculated referringto equation 1 (Table 1).

Table 1 Sample Testing System

Sample Image > Fake > Detect > False % Result

True Percentage = X100%

x
Y. fake shallots

=2/2* 100 % =100 %

System testing is done by using 30 samples with single objects or groups. Fake onions are fake
onionsthat should be, detect is the number of fake onions detected by the system created, false is the number
of fake onions thatwere notdetected or detected incorrectly, and % resultis the result percentage calculation
asdescribed in equation 1. As hasbeen summarized in the followingtable (Table 2).

Table 2 Result Testing System

No  Test Sample > Fake > Detect > False % Result
1 Samplel 2 2 0 100 %
2 Sample 2 2 2 0 100 %
3 Sample 3 2 2 0 100 %
4 Sample 4 0 0 2 0 %
5 Sample5 4 3 1 75 %
6 Sample 6 4 3 1 75 %
7 Sample 7 2 7 0 100 %
8 Sample 8 0 1 0 0%
9 Sample9 4 4 0 100 %
10 Sample 10 0 2 2 50 %
11 Sample 11 2 1 1 50 %
12 Sample 12 2 2 0 100 %
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13 Sample 13 2 0 2 0%

14 Sample 14 0 0 2 0%

15 Sample 15 0 0 1 0%

16 Sample 16 1 1 0 100 %
17 Sample 17 1 1 0 100 %
18 Sample 18 1 1 0 100 %
19 Sample 19 1 1 0 100 %
20 Sample 20 1 1 0 100 %
21 Sample 21 0 0 1 0%

22 Sample 22 0 0 1 50 %
23 Sample 23 5 4 1 80 %
24 Sample 24 6 6 0 100 %
25 Sample 25 1 1 0 100 %
26 Sample 26 1 0 0 100 %
27 Sample 27 2 2 0 100 %
28 Sample 28 11 9 2 82 %
29 Sample 29 7 2 2 28 %
30 Sample 30 2 2 0 100 %

From the test table above, the average total percentage of object recognition can be found usingthe
equationbelow:
Y. percentage

PAverage Rate Procentage =
g g Y. testing sample

PAverage Rate Procentage= (100+86+100+0+ 75+75+100+0 +
100+50+50+100+0+0+0+100+100
+100+100+100+0 +50+80+100+100 +
100+100+82+28+100)/30

PAverage Rate Procentage=1976/30=69.2 %

4. CONCLUSION

From the researchdescribed above, it can be concluded that the Haar-Like Feature method can be
applied as a method to recognize objects. Classification using the Haar-Like method consists of haar-like
features, integral images, adaptive boosting, classifiers combined with local binary pattern histogram
methods. The results of the feature extraction process from the input data are stored in the form ofan XML
file. The datasetneeded in this method is the object feature datasetand the object histogram pattern dataset.
The two datasets are run simultaneously, and after that, they are used to calculate object matches to the
training data. The matched data is then used for the labeling process and percent calculation. Testing of
objectsdoes not have tobe done singly but canalso bedonein groups aslongastheonion's surface is visible
and not covered by other objects. From the 30 objects test by testing objects individually or in groups, with
a distance between the camera and objects of 15-30 cm, and the testing time between 13:00 - 15:00, the
results obtained were 69.2% of objects thatwere correctly recognized, and as many as six objects or 30.8%.
The results of the system are influenced by several factors, including the object's position, the intensity of
light, and the distance of the object tothe camera. The recognition process with the optimum reading is that
the farthest distance of the object is 15 cm andthe lighting conditions around the object are bright.
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