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 Software defects result in unreliable software, therefore predicting software 

defects is an effort to produce quality software. In this study, we used the naïve 

bayes method because it has the appropriate characteristics of the data used. 
The data used include NASA MDP datasets and datasets from the calculation 

of the SQL complexity method on eight software modules. The use of two 

datasets was carried out because in the NASA MDP datasets there were no 

attributes that paid attention to the use of SQL commands, therefore in the 
datasets from the eight software modules the SQL complexity attribute was 

included which paid attention to the level of complexity of the use of SQL 

commands in each module. The prediction results of this study were evaluated 
by considering the values of accuracy, precision, recall, and f-measure. Based 

on these results, the accuracy results of CM1 were 88%, PC2 was 97%, and 

KC3 was 78%, meanwhile, for the data of the eight software modules used, 

an accuracy result of 67% was obtained. 
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1. INTRODUCTION 

Software defects or defects in software are errors or bugs that occur in software [1]. The types of 

defects that often occur in software are defects in program code, user interface, documentation, performance, 

and security [2]. Currently, software has a high size and level of complexity [3]. Defects or defects in software 

make the software unreliable [4], therefore being able to predict defects in software is an effort to produce 

quality software [5]. 

Previous research related to software defects was conducted using various approaches, including 

research using the RARM method, which has advantages in finding data combinations so that prediction results 

can be more accurate, but has disadvantages if the combination opportunities for the items being searched 

require more time because they require various combinations, so that the level of accuracy provided can be 

lower [6]. Other research using the SVM method, has advantages in a better level of accuracy for data 

characteristics that have two classes, but has disadvantages in longer processing times because it requires 

defining hyperplanes and kernels so that items can be predicted [7]. In research using the NN method, has 

advantages that can be applied to more varied data characteristics but has disadvantages in the complexity of 

applying the method [8]. In previous studies, the naïve Bayes method was used to classify the probability of 

stunting rates with an accuracy level of up to 75% [9]. Several variations of the naïve Bayes method in 

conducting sentiment analysis on datasets obtained from the Indonesian language Twitter social media showed 

good results [10]. In other studies, the naïve Bayes method optimization was carried out using the genetic 

algorithm and the bagging method showed an increase in accuracy of 4.57% in the case of credit risk analysis 

[11]. Based on the results of previous studies, in this study, we used the naïve Bayes method because the naïve 

bayes method is very appropriate when applied to the characteristics of the data used, namely data with two 

classes and the naïve bayes method is easier and simpler to implement with more accurate accuracy [12]. 

The data used in this study consists of two types of data, namely: (1) NASA MDP (Metrics Data 

Program) software defect datasets on CM1, PC2, and KC3 projects, and (2) datasets collected independently 
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from eight software modules. The use of two datasets was carried out because in the NASA MDP dataset, no 

attribute paid attention to the use of SQL commands, therefore in the datasets from the eight software modules 

collected, the SQL complexity attribute was included which paid attention to the level of complexity of the use 

of SQL commands in each module [13]. Contributions to this study include the use of the SQL complexity 

attribute in predicting software defects using the naïve Bayes method. 

 

2. RESEARCH METHOD 

Figure 1 shows the proposed method of the research carried out, starting from data collection, 

preprocessing, classification using the naïve Bayes method, and evaluating the results. 

 

 
Figure 1. Proposed Method 

 

2.1. Data Collecting 

The data used were obtained from two different types of data, the first is data from NASA MDP 

software defect datasets and the second is data collected independently from eight software modules. Table 1 

shows the characteristics of the NASA MDP data used in this study, including projects CM1, PC2 and KC3. 

The selection of these three projects was based on the percentage of defects they had, CM1 (12.20%) on 

average, PC2 (1.01%) at minimum, and KC3 (18%) at maximum [14]. 

Table 2 shows the characteristics and attributes used for the second data collected independently, if 

you pay attention to the types of attributes used, they include the results of sloc, cc, and SQL complexity 

calculations from the eight modules and there is a defect label on each module. The use of the SQL complexity 

method is carried out to add attributes that pay attention to the use of SQL commands in each module [13]. 

The SQL complexity method is a method for measuring software complexity that takes into account 

the use of SQL commands or queries. This method consists of five stages: (1) analysis of SQL commands in 

program modules, (2) modelling of SQL commands, (3) weighting of SQL commands, (4) calculation of SQL 

complexity values, and (5) analysis of complexity calculation results [13]. Figure 2 shows the flow of the SQL 

complexity method stages. 

 

Table 1. NASA MDP Software Defect Datasets 
No. Project Description Total Module Defect Module 

1 CM1 Spacecraft instrument 344 42 

2 PC2 Dynamic simulator for attitude control system 1585 16 

3 KC3 Storage management for ground data 200 36 

 

Table 2. Characteristics and Attributes of the Eight Modules 
No. Module Name SLOC CC SQL Complexity Defect Label 

1 Menjawab Kuis 170 18 3,35 Yes 

2 Update Biodata 120 14 1,2 None 

3 Posting Soal 158 17 3,65 None 

4 Menilai Kuis 180 19 10,55 Yes 

5 Input Kelas 121 14 2,25 None 

6 Input Siswa 134 14 2,85 None 

7 Input Guru 161 19 3,45 None 

8 Input Mapel 154 16 3,65 None 

 



 
COMPILER 

 

Software Defects Predictions using SQL Complexity …  (Made Agus Putra Subali)  35 

 

 
Figure 2. SQL Complexity Method [13] 

 

The calculation of SQL complexity value in the fourth stage is calculated using equation (1). 

 

𝑆𝐶 = ∑ 𝑥𝑖 ∙ 𝑤𝑖
𝑛
𝑖=0  (1) 

 

Description: 

𝑛 is the total sql query attribute. 

𝑥𝑖 is the number of SQL query attribute 𝑖. 
𝑤𝑖 is the weight of SQL query attribute 𝑖. 
 

The calculation process of the SQL complexity method starts from the reading program module stage 

in the SQL query whose complexity is measured, for example, the SQL query to update data as seen in Figure 

3. After the SQL query is determined, the process continues to the second stage of forming the SQL query 

model, at this stage the value of each query attribute is obtained, including: output variable, input variables, 

nested queries, join tables, and the number of tables to better understand the value of each query attribute, 

visualization can be done using a tree diagram, as seen in Figure 4. The next stage is giving SQL query weight 

to each attribute according to the value rules in Table 3. After the attribute values and weights are obtained, the 

next step is the SQL complexity calculation process using equation (1) with the results that can be seen in Table 

4. The final stage is carried out to evaluate the results of the SQL complexity calculation using the value rules 

in Table 5. 

 

 
Figure 3. Query Update Data [13] 
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Figure 4. Query Model Update Data [13] 

 

Table 3. SQL Query Attribute Values 
No. Query Attribute x Weight w 

1 Variable Output 0,10 

2 Variable Input 0,15 

3 Nested Query 0,20 

4 Join Table 0,25 

5 Number of Table 0,30 

 

Table 4. SQL Complexity Measurement Update Data 
No. Query Attribute x Weight w xi xi . wi 

1 Variable Output 0,10 0 0 

2 Variable Input 0,15 14 2,10 

3 Nested Query 0,20 0 0 

4 Join Table 0,25 0 0 

5 Number of Table 0,30 1 0,30 

SQL Complexity 2,40 

 

Table 5. Complexity Rating 
No. Score Rating 

1 1-4 Very Low 

2 5-10 Low 

3 11-20 Normal 

4 21-40 High 

5 41-50 Very High 

6 >50 Extra High 

 

2.2. Preprocessing 

After the data is obtained, the next stage is to preprocess the data with the aim that the research data 

used can be relied on so that the analysis results can be more accurate and effective [15]. The data preprocessing 

stages carried out include: data cleaning and data normalization. Figure 5 is the process flow of the data 

preprocessing stages carried out, if observed at the data cleaning stage, incomplete and inconsistent data are 

cleaned, while at the data normalization stage, data is limited to a certain range [16]. Data preprocessing is only 

carried out on NASA MDP datasets because there is incomplete, inconsistent, and non-normal data [17]. 

 

 
Figure 5. Data Preprocessing 

 

2.3. Naïve Bayes Classifier 

After the data is obtained and the data preprocessing is carried out, the classification process is carried 

out using the naïve bayes method for each data used. The initial process is carried out by breaking the data into 

two types of sizes, namely 70% training data and 30% testing data, initializing the gaussian naïve bayes model, 

training the model with training data, making predictions using the previously trained model, and finally the 

evaluation process is carried out. 

The naïve bayes method is a simple, fast, accurate, and reliable supervised learning method on datasets 

that have two-class characteristics [12]. The naïve bayes method is widely applied based on several of its simple 

properties [18]. The naïve bayes method predicts data based on the probability 𝑃 of the 𝑥 attribute of each class 

𝑦 of the data [19]. Equation (2) is how the naïve bayes method predicts data based on probability. 

 

𝑃(𝑦𝑘|𝑥1, 𝑥2, … 𝑥𝑎) (2) 
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Description: 

𝑃 is the probability. 

𝑦𝑘  is each class. 

𝑥𝑎 is the attribute. 

 

In equation (3) is the naïve bayes calculation, namely the probability of the appearance of attribute 𝑥𝑎 

in class category 𝑦𝑘  multiplied by the probability 𝑃(𝑦𝑘) then divided by the probability of the appearance of 

attribute 𝑃(𝑥𝑎). 
 

𝑃(𝑦𝑘|𝑥𝑎) =
𝑃(𝑦𝑘)𝑃(𝑥𝑎|𝑦𝑘)

𝑃(𝑥𝑎)
 (3) 

 

2.4. Evaluation 

At the evaluation stage, a confusion matrix is used to present the truth of a prediction [20]. Figure 6 

shows a confusion matrix table. 

 

 
Figure 6. Confusion Matrix Table 

 

Description: 

True Positive (TP) is predicted positive and the result is correct. 

False Positive (FP) is predicted positive and the result is incorrect. 

False Negative (FN) is predicted negative and the result is incorrect. 

True Negative (TN) is predicted negative and the result is correct. 

 

The classification accuracy results are calculated using equations (4)-(7), where each value in the 

accuracy calculation is obtained from the confusion matrix model. 

 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (6) 

 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

 

3. RESULTS AND ANALYSIS 

3.1. Data Collecting 

The datasets used in this study consist of two types of data, namely NASA MDP software defect 

datasets and eight independently collected software modules. 

1) NASA MDP Software Defect 

• CM1 can be viewed at https://intip.in/cmone 

• PC2 can be seen at https://intip.in/pctwo 

• KC3 can be seen at https://intip.in/kcthree 
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Figure 7. Six Sample Attribute and Label Information on CM1 

 

 
Figure 8. Six Sample Attribute and Label Information on PC2 
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Figure 9. Six Sample Attribute and Label Information on KC3 

 

Based on the data obtained, the information provided in Figure 7 to Figure 9 can be seen in several attribute 

samples used, the average attribute value in each software module has a tendency for defects to occur at 

higher values compared to non-defects with a smaller average number. 

 

2) Eight Software Modules 

Table 6 is the data from the eight software modules used, there are three attributes used in each module, 

namely: sloc, cc, SQL complexity. If observed each module does not have a defective label, therefore it is 

given label as seen in Table 2. The assignment of the defect label “true” to the “menjawab kuis” and 

“menilai kuis” modules is based on the implementation phase of these modules, which involves a higher 

level of complexity and more dynamic feature changes. This makes these two modules more prone to 

defects compared to the other modules. 

 

Table 6. Data SLOC, CC, SQL Complexity 
No. Module Name File Category Filename SLOC CC SQLC 

1 Menjawab Kuis File Model Answer_model.php 38 3 1,75 

Question_model.php 31 2 1,60 

File View exam.php 39 4 0 

finish.php 13 2 0 

File Controller Exam.php 49 7 0 

 170 18 3,35 

2 Update Biodata File Model Member_model.php 41 4 1,20 

File View profile.php 25 3 0 

File Controller Member.php 54 7 0 

 120 14 1,2 

3 Posting Soal File Model Category_model.php 36 5 2,00 

Question_model.php 31 2 1,65 

File View room/question.add.php 22 2 0 

File Controller Question.php 69 8 0 

 158 17 3,65 

4 Menilai Kuis File Model Answer_model.php 101 9 10,55 

File View room/answer.php 29 2 0 

File Controller Answer.php 50 8 0 

 180 19 10,55 

5 Input Kelas File Model Category_model.php 18 2 0,75 

Class_model.php 34 3 1,50 

File View panel/category.add.php 22 2 0 

File Controller Category.php 47 7 0 

 121 14 2,25 

6 Input Siswa File Model Class_model.php 34 3 1,50 

Member_model.php 25 2 1,35 

File View panel/user.add.php 22 2 0 

File Controller User.php 53 7 0 

 134 14 2,85 

7 Input Guru File Model Class_model.php 34 3 1,50 
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Teach_model.php 19 2 0,90 

Teacher_model.php 21 2 1,05 

File View panel/employee.add.php 25 2 0 

File Controller Employee.php 62 10 0 

 161 19 3,45 

8 Input Mapel File Model Categgory_model.php 36 5 2,00 

Question_model.php 31 2 1,65 

File View panel.question.add.php 22 2 0 

File Controller Question.php 65 7 0 

 154 16 3,65 

 

3.2. Preprocessing 

In NASA MDP software defect datasets, a preprocessing stage is carried out because the data cannot 

be applied directly to the classification process. The preprocessing stage is carried out in two stages, namely 

data cleaning and normalization, the following are the details of the process at each stage. 

1) Cleaning Data 

• Convert arff to csv format. 

• There are a number of missing values in the datasets (?) replaced with 0. 

• Adjusting data attributes and labels. 

• Duplicate value removal. 

2) Normalization 

At the normalization stage, the min-max method is used to obtain a value range of 0-1 with the aim that 

all attribute values in the dataset have a uniform scale, which is important for several machine learning 

and data analysis methods. 

 

3.3. Naïve Bayes Classifier 

Based on the dataset that has been obtained, then the classification process is carried out using the 

naïve bayes method. In the three datasets CMI, PC2, and KC 3, the data is divided into the proportion of data 

allocated as testing and training data. In this case, 30% of the total data will be used as testing data, while 70% 

will be training data. 

Based on these results, the accuracy of CM1 is 88%, PC2 is 97%, and KC3 is 78%, meanwhile, for 

the data of the eight software modules used, an accuracy of 67% was achieved. Based on the accuracy obtained, 

it can be concluded that the developed model has a varying level of accuracy for each class or category tested. 

Accuracy is an important metric in evaluating model performance, but other aspects such as precision, recall, 

and f-measure need to be considered to get a more comprehensive picture of the model's performance in 

predicting each class accurately. 

 

3.4. Evaluation 

To obtain a more detailed picture of the proposed model, an evaluation process was carried out that 

measures the values of precision, recall, and f-measure. Figure 10 to Figure 13 is the evaluation process that 

has been carried out. Based on the results obtained from the data used, the proposed method provides accuracy 

for the NASA MDP software defect dataset, as follows: CM 1 of 88%, PC2 of 97%, and KC3 of 78%. Given 

that the NASA MDP dataset does not have attributes that pay attention to the use of SQL commands, the data 

of the eight software modules that directly pay attention to the use of SQL commands are used with the use of 

the SQL complexity attribute which shows how complex the SQL command is. The provision of defect labels 

is used for the classification process using the naïve Bayes method, while the results given on the data of the 

eight software modules produce an accuracy of 67%. 

 

 
Figure 10. CM1 Evaluation Results 
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Figure 11. PC2 Evaluation Results 

 

 
Figure 12. KC3 Evaluation Results 

 

 
Figure 13. Evaluation Results of the Eight Software Modules 

 

4. CONCLUSION 

In this research, the following results have been obtained: (1) the research datasets used include NASA 

MDP software defects in projects CM1, PC2, KC3 and data from eight software modules obtained from 

calculations using the sloc, cc, and SQL complexity methods, (2) pre-processing stages have been carried out 

before classification calculations, including data cleaning and normalization, and (3) the results of the 

classification process were obtained with an accuracy of CM1 of 88%, PC2 of 97%, and KC3 of 78%, 

meanwhile, for the data of the eight software modules used, an accuracy of 67% was achieved. 
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