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 The evolution of sentiment analysis has increasingly relied on semi-

supervised learning (SSL) models, particularly due to their efficiency in 

utilizing large amounts of unlabeled data. This study employed four 

Indonesian datasets—sentiment datasets, emotion dataset and hate speech 

dataset. The LSTM model was trained using labeled data and used to generate 

pseudo-labels for unlabeled data across three iterations. The performance of 

the pseudo-labels was evaluated using Random Forest, Logistic Regression, 

and Support Vector Machine (SVM). The LSTM model demonstrated varying 

effectiveness across different datasets. For the sentiment dataset, LSTM 

achieved an accuracy of 70.23%, slightly lower than Random Forest but 

higher than Logistic Regression and SVM. In the sentiment dataset, LSTM's 

accuracy was 86.12%, showing strong performance but slightly below 

Random Forest and Logistic Regression. The emotion dataset revealed similar 

performance across models, while the Hate Speech dataset saw LSTM 

perform well with an accuracy of 86.49%. The results indicate that while 

LSTM-based SSL can effectively generate pseudo-labels and enhance model 

performance. This study underscores the need for further research into 

optimizing pseudo-labeling techniques and exploring advanced NLP models 

to improve sentiment and emotion analysis in diverse languages. 
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1. INTRODUCTION 

Semi-supervised learning (SSL) has gained significant attention in sentiment analysis due to its ability 

to leverage large volumes of unlabelled data, which are cheaper and easier to obtain than labelled data [1]. 

Within SSL frameworks, Long Short-Term Memory (LSTM) networks have shown promise for their capability 

to capture sequential and contextual patterns in text, making them well-suited for sentiment and emotion 

classification tasks [2].  

This study evaluates an LSTM-based SSL model for generating pseudo-labels on Indonesian-language 

sentiment datasets. These pseudo-labels are then tested using three conventional machine learning 

algorithms—Random Forest, Logistic Regression, and Support Vector Machine (SVM)—to assess their 

effectiveness in enhancing classification performance. 

SSL is especially valuable when labelled data is scarce or expensive to obtain. By learning from 

unlabelled data, SSL can improve model accuracy without full reliance on manual annotation [3]. Despite 

extensive research in English-language sentiment analysis, there remains limited exploration of SSL for 
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Indonesian, a language with complex morphology, informal expressions, and regional dialects [4]. Addressing 

these linguistic challenges requires tailored approaches. To fill this gap, we focus on four Indonesian datasets: 

two sentiment datasets (3-class), one emotion dataset (6-class), and one hate speech dataset (binary class), 

enabling the evaluation of LSTM’s generalization in different scenarios. Although LSTM is widely used in 

NLP, its role in generating reliable pseudo-labels through SSL remains underexplored. 

One of the main challenges in SSL is the risk of error propagation, where incorrect pseudo-labels 

degrade model performance over time . The quality of pseudo-labels is also influenced by the distribution and 

representativeness of the unlabelled data. To mitigate these issues, we use diverse datasets and optimize 

hyperparameters during training. 

Previous studies on SSL for sentiment analysis show varying results. For example, research on Chinese 

datasets (COAE2014 and COAE2015) reported accuracies up to 0.79[5] , while a hotel review dataset reached 

0.841 [6]. Another study combining CNN and word embeddings achieved an F1 score of 89% on Algerian and 

Arabizi datasets [7]. The AraSenCorpus framework improved accuracy from 80.37% to 87.4% on the SemEval 

2017 dataset [8]. Meanwhile, other research found Random Forest to be effective in sentiment and emotion 

analysis [9], and methods based on polarity scores or CNNs yielded high accuracy in Turkish sentiment analysis 

[10]. These findings affirm the potential of SSL and the importance of selecting appropriate algorithms and 

data representations tailored to language and task-specific contexts. 

Thus, this study aims to test the ability of LSTM to generate accurate pseudo-labels and evaluate its 

effectiveness in various sentiment and emotion contexts. We hope that this research will make a significant 

contribution to the literature, particularly in the context of sentiment analysis using Indonesian-language 

datasets, which remains underexplored. Therefore, this study focuses on evaluating the performance of an SSL 

approach using an LSTM model for sentiment and emotion classification on Indonesian-language datasets. By 

doing so, it aims to bridge the research gap and assess whether pseudo-labeling strategies can effectively 

improve model accuracy in linguistically complex environments. 

 

2. RESEARCH METHOD 

 

2.1. Dataset Description 

This study employs four Indonesian language datasets to evaluate the performance of a semi-supervised 

learning model based on Long Short-Term Memory (LSTM): 

 

1. Sentiment Dataset from https://github.com/ridife/dataset-idsa, already researched in [11][12] : Consists 

of three sentiment classes: positive, negative, and neutral. It is used to train and test the model's ability to 

classify general opinions. The dataset contains a mix of formal and informal Indonesian expressions, 

which can hinder consistent feature representation. Additionally, the presence of context-dependent 

neutral statements makes classification non-trivial. 

2. Sentiment Dataset from https://github.com/IndoNLP/indonlu/tree/master/dataset/smsa_doc-sentiment-

prosa, already used in [13] and [14] : Contains three sentiment classes (positive, negative, and neutral) 

and is used to test the model on more general sentiment analysis tasks. Sentences in this dataset are often 

short, contextually ambiguous, and written in everyday Indonesian, which lacks standardized grammar or 

punctuation. This increases the difficulty for models to capture sentiment polarity accurately. 

3. Emotion Dataset from https://github.com/IndoNLP/indonlu/tree/master/dataset/emot_emotion-twitter. 

Already used in  [13] and [14] : comprises six classes representing different emotions (e.g., anger, sadness, 

joy, surprise, fear, disgust). This dataset aims to evaluate the model's performance in detecting more 

complex emotional variations in text. Emotion classification is inherently more complex due to 

overlapping semantics among emotional states. Moreover, the use of sarcasm, slang, emojis, and code-

mixing (Indonesian English) in tweets further complicates accurate emotion identification. 

4. Hate Speech Dataset from https://github.com/okkyibrohim/id-multi-label-hate-speech-and-abusive-

language-detection, already used in [15]: Contains two classes, "hate" (hate speech) and "non-hate." This 

dataset is employed to assess the model's ability to detect offensive or inappropriate content. Detecting 

hate speech is particularly difficult due to the implicit nature of offensive content, cultural and contextual 

dependencies, and the subtle difference between criticism and hate. The presence of multiple overlapping 

labels in the original version of the dataset (multi-label setting) adds another layer of complexity for binary 

classification. 

2.2 Data Preprocessing 

Data preprocessing is a crucial step in preparing raw text data for effective sentiment analysis. This 

process involves cleaning and transforming the data to enhance the model's ability to learn meaningful patterns 

[16]. The preprocessing steps applied in this study include: 

https://github.com/ridife/dataset-idsa
https://github.com/IndoNLP/indonlu/tree/master/dataset/smsa_doc-sentiment-prosa
https://github.com/IndoNLP/indonlu/tree/master/dataset/smsa_doc-sentiment-prosa
https://github.com/IndoNLP/indonlu/tree/master/dataset/emot_emotion-twitter
https://github.com/okkyibrohim/id-multi-label-hate-speech-and-abusive-language-detection
https://github.com/okkyibrohim/id-multi-label-hate-speech-and-abusive-language-detection
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1. Removal of URLs, punctuation, numbers, and special characters: This step cleans the text by removing 

elements that are irrelevant for sentiment analysis, such as hyperlinks, punctuation marks, numbers, and 

special characters. 

2. Tokenization: This process splits the text into individual words (tokens) to facilitate easier processing by 

the machine learning models. 

3. Padding: To ensure compatibility with the LSTM model, all token sequences are standardized to the same 

length through padding. 

4. Stopword Removal: Common words (e.g., "that," "and," "in") that do not significantly contribute to the 

sentiment of the text are removed to reduce noise and improve model performance. 

It is important to note that stemming, which involves reducing words to their base or root form, is not applied 

in this study. This decision is made to preserve the context and meaning of the words, which is particularly 

crucial for sentiment analysis tasks where subtle differences in word forms can significantly affect the results.  

 

2.3. Semi-Supervised Learning Model with LSTM 

The semi-supervised learning model based on LSTM is trained using labelled data and then applied to 

generate pseudo-labels from unlabeled data. These pseudo-labels are model predictions with certain 

probabilities and are used to enrich the labelled dataset in subsequent iterations. The process is as follows: 

1. Initial Training: The LSTM model is trained on a subset of labelled data. 

2. Pseudo-Labelling: The trained model predicts labels on the unlabelled data. 

3. Incorporation of Pseudo-Labels: Only predictions with high probability (above a certain threshold) are 

added to the labelled dataset for the next iteration. 

4. Re-Training Iterations: The model is re-trained with the updated labelled dataset until no more unlabelled 

data meet the criteria for addition. 

5. Pseudo Label Evaluation 

6. The pseudo-labels generated by the LSTM model are tested using three kinds of machine learning models: 

a. Random Forest: An ensemble model that constructs multiple decision trees to achieve more accurate 

predictions and prevent overfitting. 

b. Logistic Regression: A simple and fast classification model used as a baseline to compare the 

performance of pseudo-labels. 

c. Support Vector Machine (SVM): A model that seeks the best hyperplane to separate classes in the 

data, often used in classification tasks with strong performance on high-dimensional data. 

2.4. Pseudocode: SSL with LSTM 

The following pseudocode outlines the implementation of Semi-Supervised Learning (SSL) utilizing 

Long Short-Term Memory (LSTM) networks. SSL is a machine learning technique that leverages unlabeled 

data alongside labelled data to enhance model performance. The pseudocode is shown in Figure 1.  

 

 
Figure 1. Pseudocode of The SSL Model 
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The pseudocode (Figure 1) illustrates the process of employing an LSTM model for SSL across three 

iterations. In each iteration, the model is trained using labeled data and subsequently used to predict labels for 

unlabeled data. Confident data indices, where predictions exceed a predefined threshold, are identified and 

converted into binary labels. These pseudo-labeled data are then appended to the training set, and the labeled 

data are removed from the unlabeled set to prevent re-use. After each iteration, the model is evaluated on 

validation data to assess its performance. This iterative process is repeated for three cycles to incrementally 

optimize the model. Ultimately, the final model accuracy and total training time are reported. This approach 

ensures that the model progressively utilizes an increasing amount of unlabeled data, thereby enhancing 

accuracy and reliability in sentiment classification or other relevant tasks.  

Based on Figure 1, the parameters used in the LSTM-based semi-supervised learning model were 

selected to balance performance and computational efficiency. The number of LSTM units was set to 64, as 

this configuration is sufficient to capture sequential patterns in text data without causing overfitting or excessive 

computational demand. A learning rate of 0.001 was chosen for its stability and effectiveness when used with 

optimizers such as Adam, enabling reliable convergence without gradient explosions. Training was conducted 

over 100 epochs with a batch size of 32, a combination commonly used in natural language processing tasks 

for its stability and computational practicality. The model performed three semi-supervised learning iterations 

to gradually expand the labeled dataset while minimizing the risk of error propagation from incorrect pseudo-

labels. Only predictions with high confidence (probability greater than 0.9 or less than 0.1) were used as 

pseudo-labels, ensuring that the model incorporated only the most reliable unlabeled data into subsequent 

training rounds. 

 

2.5. Evaluation and Validation Methods 

To evaluate the model's performance, a stratified k-fold cross-validation method is employed: 

Stratified k-Fold Cross-Validation: The dataset is split into k balanced subsets, each with the same class 

proportions. The model is trained on k-1 subsets and tested on the remaining subset. This process is repeated k 

times so that each subset serves as the test data once. 

Confusion Matrix: A matrix that represents the performance of the classification model by showing 

the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). The 

confusion matrix is used to calculate accuracy as formula (1) [17] . 

  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 +  𝑇𝑁) / (𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁)                                      (1) 

 

The k-fold cross-validation method provides a comprehensive evaluation of the model's performance by 

minimizing the bias due to data splitting. Stratified k-fold ensures that each fold has balanced class 

representation, which is crucial for imbalanced datasets [18]. Evaluation using the confusion matrix and 

accuracy metrics allows for a thorough assessment of how well the model can classify data overall and handle 

minority classes that are often difficult to predict. 

This approach is expected to provide deep insights into the effectiveness of the LSTM-based semi-

supervised model in generating effective pseudo-labels and enhancing model performance in various sentiment 

classification scenarios using Indonesian language datasets. 

 

 

3. RESULTS AND DISCUSSIONS 

The LSTM model is used to generate pseudo labels for the unlabeled data, with accuracy evaluated 

on the validation set. In this study, LSTM is chosen due to its capability to capture temporal and contextual 

relationships in textual data, which is crucial for sentiment and emotion analysis. The pseudo labels generated 

by the LSTM model are subsequently tested using three traditional machine learning algorithms: Random 

Forest, Logistic Regression, and Support Vector Machine (SVM). Before testing, the pseudo-labeled data is 

converted into vector representations using the TF-IDF (Term Frequency-Inverse Document Frequency) 

technique to capture the essential features of the text. The evaluation results present a comparison of the 

accuracy and performance of each algorithm on the pseudo-labeled data, providing insights into the 

effectiveness of integrating semi-supervised learning models with different machine learning algorithms. 

Performance comparison analysis includes a discussion of the evaluation results and performance 

comparison between the deep learning model (LSTM) and traditional machine learning algorithms (Random 

Forest, Logistic Regression, and SVM). The aim is to understand the strengths and weaknesses of each 

approach in the context of sentiment and emotion data labelling and to determine the most effective model for 

various types of test data. 
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3.1.  Result 

For each test dataset, the data is divided into 20% as labeled training data and 80% as unlabeled data. 

Specifically, the labeled training data is further split, with 50% used for model training and the remaining 50% 

reserved for validation. This division is designed to maximize the use of labeled data in training the semi-

supervised learning model while maintaining a sufficient validation set to evaluate model performance during 

the pseudo-labeling process. The result of evaluation dataset shown in Table 1. 

 

Table 1. Result of evaluation dataset 
Dataset Class Number LR RF SVM LSTM 

Sentiment Dataset 1  3 0.6968 
 

0.6340 
 

0.7045 
 

0.7023 
 

Sentiment Dataset 2 3 0.8794 
 

0.8361 
 

0.8802 
 

0.8612 
 

Emotion Dataset 6 0.6969 
 

0.6747 
 

0.6996 
 

0.6953 
 

Hate Speech 2 0.8514 
 

0.8011 
 

0.8697 
 

0.8649 
 

 

 

3.2.  Discussions 

 The evaluation results (Table 1) of the pseudo-labeled datasets generated using the LSTM-based 

semi-supervised learning (SSL) model show varied performances across different datasets and machine 

learning algorithms, revealing key insights into the effectiveness of the SSL approach for sentiment and 

emotion classification. 

For the Sentiment dataset 1 (3 classes: positive, negative, neutral), LSTM achieved an accuracy of 

0.7023, which is slightly lower than Random Forest (0.7045) but higher than Logistic Regression (0.6968) and 

SVM (0.6340). This suggests that while LSTM effectively captures temporal and contextual information, 

Random Forest performs slightly better for this dataset. The lower performance of Logistic Regression and 

SVM may be due to their limited ability to handle complex text relationships. 

In the Sentiment dataset 2 (3 classes), LSTM obtained an accuracy of 0.8612, which is slightly lower 

than Random Forest (0.8802) and Logistic Regression (0.8794), but higher than SVM (0.8361). These results 

indicate that traditional machine learning algorithms, particularly Random Forest, can achieve competitive or 

superior performance for this dataset, potentially due to its simpler feature relationships. 

The Emotion dataset (6 classes) presented a more complex challenge. Here, LSTM achieved an 

accuracy of 0.6953, comparable to Logistic Regression (0.6969) and Random Forest (0.6996), while SVM 

performed slightly lower at 0.6747. This suggests that the LSTM model performs similarly to traditional models 

in nuanced emotion classification tasks, with no single model significantly outperforming others due to data 

variability. 

For the Hate Speech dataset (2 classes: hate, non-hate), LSTM achieved an accuracy of 0.8649, close 

to Random Forest (0.8697) and significantly higher than Logistic Regression (0.8514) and SVM (0.8011). This 

indicates that LSTM is effective in identifying hate speech, which involves subtle contextual cues. Random 

Forest’s high performance also suggests that ensemble methods can be robust in binary classification tasks with 

simpler decision boundaries. 

The LSTM model demonstrates strong performance across various datasets, especially for tasks 

requiring complex temporal and contextual understanding, such as emotion classification and hate speech 

detection. However, its performance is not always superior to traditional algorithms, which suggests the model 

choice should be aligned with the dataset's characteristics and classification requirements. 

Traditional machine learning algorithms, particularly Random Forest, often perform competitively 

with LSTM on simpler sentiment classification tasks, suggesting that simpler models might be preferable due 

to their lower computational cost and interpretability. 

Performance variability across datasets highlights the importance of dataset characteristics in model 

selection. Complex datasets with more classes may benefit from LSTM’s nuanced capabilities, whereas simpler 

datasets might not require such complexity. 

The SSL approach with LSTM effectively generates pseudo labels that enhance the training of other 

machine learning algorithms, demonstrating the value of pseudo labels in expanding labelled data and 

improving model performance. 

In conclusion, while the semi-supervised LSTM model is a robust tool for generating pseudo labels 

in sentiment and emotion analysis, integrating it with traditional algorithms should be considered based on 

dataset characteristics and specific tasks. Further research could focus on optimizing pseudo-labeling 

techniques and enhancing feature representations to improve overall model performance. 
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Future research should focus on enhancing the pseudo-labelling process by incorporating uncertainty-

aware strategies, such as entropy-based selection or Monte Carlo dropout, to improve the quality of pseudo-

labels used in training. Additionally, integrating pre-trained language models (PLMs) like IndoBERT or 

IndoGPT within a semi-supervised framework could significantly boost performance, especially for context-

sensitive tasks such as emotion and hate speech detection. Applying text data augmentation methods—such as 

synonym replacement or back-translation—may further enrich the training data and enhance model 

generalization. Ensemble learning approaches combining pseudo-labelled data from multiple models, as well 

as empirical investigations into varying proportions of labelled versus unlabelled data, would provide deeper 

insights into the scalability and robustness of semi-supervised learning. Lastly, including error analysis and 

model interpretability techniques (e.g., SHAP, LIME) alongside domain-specific evaluations in low-resource 

settings could ensure broader applicability and a better understanding of model behaviour in real-world 

scenarios. 

 

4. CONCLUSION  

This study evaluated the effectiveness of a semi-supervised learning (SSL) approach using an LSTM 

model for generating pseudo-labels in sentiment and emotion analysis tasks across multiple Indonesian-

language datasets. The findings suggest that the LSTM-based SSL model is a robust tool for generating pseudo-

labels, effectively utilizing a small amount of labelled data along with a large amount of unlabeled data to 

enhance the overall model performance. The results demonstrated that the pseudo-labels generated by the 

LSTM model can achieve competitive performance when tested with traditional machine learning algorithms 

such as Random Forest, Logistic Regression, and Support Vector Machine (SVM). Future research should 

focus on refining pseudo-labeling techniques, such as dynamically adjusting confidence thresholds or using 

ensemble methods to minimize error propagation. Integrating advanced NLP models like transformers could 

improve context understanding and label accuracy. Expanding the approach to other languages and domains 

and comparing SSL methods with various deep learning models on larger datasets, would provide broader 

insights. Additionally, applying and testing the model in real-world scenarios could offer practical feedback 

and enhance the robustness of sentiment analysis tools. 
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