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 The volume of digital documents available online is growing exponentially 
due to the increasing use of the internet. Categorization of information 
obtained online is needed to make it easier for recipients of information to 
determine and filter which information is needed. Classification of web pages 
can be based on titles and descriptions, which are text data that can be done 
by utilizing deep learning technology for text classification. This study aimed 
to conduct data training and analysis experiments to determine the accuracy 
of the proposed deep learning architecture in classifying web page titles and 
descriptions. In this research, we proposed a Convolution Neural Network 
(CNN) architecture that generates few parameters. The training and 
evaluation set was conducted on the web page dataset provided by DMOZ. 
As a result, the proposed CNN architecture with the number of N (Dropout + 
1D Convolution + ReLU activation) equal to 1 achieves the best validation 
accuracy. It achieves 79.51% with only generates 825,061 parameters. The 
proposed CNN architecture achieved outperformed performance on the 
accuracy of the five other technologies in the state-of-the-art. 
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1. INTRODUCTION 

In today's increasingly digital era, the internet has become an inseparable part of people's lives. 
People can easily obtain useful information through the internet in a relatively short time [1]. It is also 
reinforced by the community's demands to get the latest information as a basis for decision-making. News 
web pages and blogs are one of the most common sources of information used to gather information about 
current events. However, collecting and categorizing information from various web pages seems to be a 
challenging task. It is further compounded by the volume of online digital documents growing massively due 
to increased internet use [2]. 

The emergence of technology such as web scraping allows the acquisition and collection of 
information from various web pages to be made automatically in a short time [3]–[7]. In addition to 
performing it, categorizing information obtained is also needed to facilitate the recipients of information in 
determining and filtering which information is required. Information obtained from web pages or blogs, of 
course, comes in several categories where users are only interested in specific topics, for example, the 
categories of business, entertainment, sports, or politics. Web page classification (WPC) technology is 
automatically a solution to answer these problems. Web page classification assigns web pages to one or more 
predefined category labels [8]. 

Several previous researchers have carried out the application of web page classification techniques 
with various approaches. Le et al., in 2015 [9], proposed a new simplified Simplified Swarm Optimization 
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(SSO) for classifying web pages by studying the best weights for each feature in the training data set and 
adopting the best weights. The Taguchi method was applied to determine parameter settings. Based on the 
experimental results, SSO performs better than the other three approaches: Genetic Algorithm (GA), 
Bayesian classifier, and K-nearest neighbor (KNN) classifiers. Purnama in 2020 [10] applied and compared 
two methods, namely the Multilayer Perceptron and Naive Bayes methods, to classify websites 
automatically. His research shows that the Naive Bayes method has an accuracy rate of 89%, which is better 
than the Multilayer Perceptron method, which produces an accuracy of 80%. 

Matošević et al. [11] utilized machine learning technology to classify web pages based on the 
knowledge of experts. It classified web pages into three predetermined classes. It is based on the level of 
content adjustment from Search Engine Optimization (SEO) recommendations. A classifier was constructed 
and trained to classify an unknown sample (web page) into one of three predefined classes and to identify the 
important factors influencing the level of page customization. The domain expert manually labels the data in 
the training set. According to the experimental results, machine learning technology can predict the degree to 
which a web page conforms to SEO recommendations. The resulting classifier accuracy ranges from 54.59% 
to 69.67%. Buber and Diri [12] applied deep learning technology based on recurrent neural networks (RNN) 
to classify web pages. In their research, classification is based on meta tag information available on web 
pages, such as title, description, and keywords. Based on the results of the study obtained an accuracy rate of 
85%. 

Apandi et al., in 2021 [13], also applied deep learning technology based on Convolutional Neural 
Network (CNN) to classify web pages and identify whether they related to Game or Online Video Streaming 
based on the text content of a web page. It used the dataset from the Center of Information Technology and 
Communication (PTMK), which is part of Universiti Malaysia Pahang (UMP). The dataset comprises 640 
web pages in the Game category and 407 in the Online Video Streaming category. A manually designed 
CNN architecture was proposed in the study, which resulted in an accuracy of 82.22% for detecting 
previously classified web pages. 

Classification of web pages can be based on titles and descriptions, which can be obtained 
automatically using web scraping technology. Classifying titles and descriptions, which are text data, can be 
conducted using deep learning technology for text classification [14]–[21]. This technology uses a dataset of 
titles and descriptions from various web pages to train classifiers. The dataset has been labeled according to 
its categories. After the training is complete, the trained classifier can be used to classify the title and text of a 
web page. However, deep learning technology based on CNN, which has many layers tends to generate large 
parameters. It makes the architecture not efficient. 

Based on these problems, we proposed a new CNN architecture to classify a web page's title and 
description data, which generates a few parameters. This study aims to conduct data training and analysis 
experiments to determine the efficient deep learning architecture for classifying web page titles and 
descriptions. In this research, deep learning architecture will be designed based on CNN. In this study, we use 
the web page dataset provided by DMOZ as training and validation. The novelty and contribution of this 
study can summarize as follow: 

1) In terms of approaches, we proposed a new CNN architecture for web page classification and 
conducted experiments and analysis of the proposed architecture. The proposed CNN architecture 
generates a few parameters that make the architecture more efficient. 

2) In terms of implementing datasets, experiments and analysis in this study were carried out on URL 
Classification Dataset provided by DMOZ. 

2. RESEARCH METHOD 
The analysis of web page classification using deep learning in this research consists of four 

components. They are data pre-processing, word embedding, feature extraction, and classification. In general, 
the proposed method can be seen in Figure 1. 

 
2.1. Dataset 

In this study, we used web page dataset provided by DMOZ. The dataset selection was determined 
through several procedures as follows: 

1) The dataset must have many instances. The web page dataset provided by DMOZ has 1,195,851 so 
that can be used as data training and validation. 

2) The dataset must have some categories as classes. The web page dataset provided by DMOZ consist 
of 13 categories: Business, Society, Arts, Science, Computers, Sport, Recreation, Shopping, Health, 
Reference, Games, Home, and News. 
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2.2.  Data Pre-Processing 
In the early stages, data preprocessing was carried out to process the database that will be used for 

the feature extraction and classification process. At this stage, the web page title and description text was 
combined. Further, the tokenizing process was carried out, which served to cut or separate each sentence into 
several tokens/parts [22] so that the input sentence becomes a collection of words in a list. 

 
2.3.  Word Embedding Method 

Word embedding is a method employed to map words from vocabulary to vectors of real numbers 
[23]. It represents words that encode semantic, statistic, or context information [24]. This method takes the 
corpus of text as input through the pre-processing stage and then produces a vector representation of each 
word in the word corpus as output.  

 
2.4.  Feature Extraction and Classification 

Convolutional Neural Network (CNN) is one of the deep learning techniques that can be applied to 
extract features and classify text documents [25]–[27]. The proposed architecture for web page classification, 
which can be seen in Figure 1, implements a series of 1D convolution layers. The function of this layer is to 
extract sentence features and then predict the sentence categories at the end of the network. 1D convolution is 
used to extract spectral features. The 1D kernel is exploited to capture intrinsic semantic content along the 1D 
spectral dimension effectively. In this operation, a one-dimension input data is convoluted with a one-
dimension filter (one-dimension kernel length is the size of the receptive field) and produces a one-dimension 
output. After that, the activation function forms the output data (feature vector).  

 

 

Figure 2. The proposed CNN architecture for web page classification 
 

In the proposed architecture, the input is a vector from the results of the previous word embedding 
process, and then it will be entered for the embedding stage to reduce the vocab size. Then, several layers of 
convolution with the number of kernel 64, kernel size 5, and padding same are applied. In this study, the 
number of convolution layers will be analyzed to determine their effect on the accuracy of validation results. 
After each convolution layer, an activation function is used to decide which values to pass to the next layer. 
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In this study, the Rectified Linear Unit (ReLU) activation function was applied, passing positive values and 
make the layer decides the output. The ReLU activation function is described in (1). 

 

. (1) 

 indicates the input function. In order to prevent overfitting [28], the dropout operation by 25% is 
also used before the third convolution layer and so on. After the last convolution layers, the pooling layer 
with size two is applied to down sampling each feature map generated by the convolution layer, and the 
maximum value is taken for each channel. In this study, we use the max-pooling operation, which is 
described in (2). 
 

. (2) 
 
 indicates the input function. The result of the pooling process from each channel is then set to a flatten 

operation which reduces the dimensions to a one-dimensional vector. The last step is the classification 
demanded to predict the category of the web page title and description text at the network's end. This step 
consists of two fully connected or dense layers followed by activation functions. The first dense layer 
contains 64 units, followed by ReLU activation. The second dense layer has 13 units representing the 
category class of the news category. At last, the softmax activation function is applied to transform the input 
value into possibilities representing the category class of the news category. The softmax function is 
described in (3). 
 

. (3) 

 
 indicates the input function,  indicates the number of the class and  indicates the exponential operation. 

The proposed CNN architecture in this study is trained on NVIDIA GTX 1650 4GB as an accelerator. It is 
trained with a total of 20 epochs using Adam as the optimizer with a batch size of 256 to accelerate 
computing on high-performance GPU parallelism. It is implemented on the Tensorflow 2.0 and Keras 2.3.1 
frameworks. 
 
2.5.  Evaluation 
 In this work, the performance of the CNN architecture was measured based on the validation 
accuracy. The validation accuracy was calculated by using an equation described in (4). 
 

. (4) 
  
Precision, recall, and F1-score was also used to measure the detail performance of the proposed CNN 
architecture based on the distribution of the dataset. The precision was calculated by using an equation 
described in (5), the recall is calculated by using an equation described in (6), and the F1-score is calculated 
by using an equation described in (7). TP indicates true positive, FP indicates false positive, and FN indicates 
false negative. 

 
 (5) 

 
. (6) 

 
. (7) 

 
3. RESULTS AND ANALYSIS 

This section describes the dataset analysis and the proposed CNN architecture performance analysis 
result. For the first time, we analyzed the dataset to obtain the data distribution. After that, we analyzed the 
performance of the CNN architecture based on the validation accuracy, precision, recall, and f1-score. 
 
3.1.  Dataset Analysis 

In this work, the web page dataset provided by DMOZ was used as a training and validation set. It 
contains several attributes such as category, title, and description. It consists of more than one million data 
divided into 13 categories: Business, Society, Arts, Science, Computers, Sport, Recreation, Shopping, Health, 
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Reference, Games, Home, and News. The example of the web page data of the DMOZ dataset is shown in 
Table 1. 

 
 
 

Table 1. The Example of the Web Page Data of the DMOZ Dataset 
Web Page 
Categories Titles Descriptions 

Arts The Art Institute of Chicago Displays a small list of Rousseau's artworks. 
Business CPA Marketing Tips Easy to use marketing system created especially for smaller practices. 

Computers RJ String Matching New exact single string-matching algorithms 
Games Chess strategy Winning chess tactics, puzzles, and instruction. 
Health Addiction Recovery Information about alcohol and drug dependency, by David Hazen. 
Home Roommate Nation Find a roommate to share housing with anywhere in the U.S.A. 
News OneWorld News Daily news about human rights and environmental issues. 

Recreation Country Craft Narrowboat holidays in Wales on the Monmouthshire and Brecon Canal. 
Reference These United States Offers state information profiles for each of the 50 United States. 
Science Science Emu Farming India Provides information about emu bird breeding and emu farming. 

Shopping Pink and Blue Bebe Offering comforters, shoes, duvet covers, sleeping sacks, sheet covers and silkies. 
Society Society Diary of an Addict One person's attempt to break free from his television addiction. 
Sports Irish Adventure Racing The home site of the Irish Adventure Racing Squad. 

 
In this experiment, the DMOZ dataset was divided into 80% and 20% as training and validation sets, 

respectively. The distribution of the web page dataset is shown in Figure 2. The detail of the web page dataset 
is shown in Table 2. The dataset consists of web page data with a significant imbalance between each 
category. It will affect the accuracy of the learning process, which will be discussed in the performance 
analysis section below. 
 

 
 

Figure 2. Distribution of the Web Page Title and Description Data of DMOZ Dataset 
 

Table 2. Number of Web Page Title and Description Data from DMOZ Dataset based on Category 
Web Page Categories The Number of Data 

Arts 193,914 
Business 204,910 

Computers 93,204 
Games 36,454 
Health 50,388 
Home 22,241 
News 7,488 

Recreation 83,618 
Reference 47,428 
Science 96,766 

Shopping 78,184 
Society 195,880 
Sports 85,376 
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3.1.  CNN Performance Analysis 
This section will discuss the performance of the proposed CNN architecture which is based on 

validation accuracy. As can be seen, the proposed CNN architecture shown in Figure 1 consists of several 1D 
convolution layers. This work investigated the effect of CNN architectural depth, which refers to the number 
of convolution layers used. This study analyzed five settings for the number of convolution layers, which can 
be seen in Table 3. It shows that the proposed CNN architecture with the number of N (Dropout + 1D 
Convolution + ReLU activation) equal to 1 achieves the best validation accuracy. It achieved 79.51% with 
only generates 825,061 parameters. It is above the performance of the proposed CNN architecture with the 
number of N equal to 2 with 845,605 parameters and N equal to 0 with 804,517 parameters, which differed 
by 0.11% and 0.17%, respectively. It proved that in this case, the deeper the CNN architecture shown from 
the more layers of convolution does not guarantee a better result the validation accuracy. 

 
Table 3. Evaluation Result of Validation Accuracy on DMOZ dataset 

No. Number of N Total Number of Convolution Layers Number of Parameters Validation Accuracy (%) 
1 0 2 804,517 79.34 
2 1 3 825,061 79.51 
3 2 4 845,605 79.40 
4 3 5 866,149 79.27 
5 4 6 886,693 79.08 

 
In order to measure the detail performance of the proposed CNN architecture based on the 

distribution of the dataset each web page category, we calculated the precision, recall, and f1-score. The 
analysis result of the precision, recall, and f1-score can be seen in Table 4. It shows that the some web page 
categories with the largest number of data tends to rank at the top. They are Business, Society, and Art with 
the F1-score 0.82, 0.80, and 0.83, respectively. It also shows that News category, the web page category with 
the smallest largest number of data, is ranked at the lowest with the F1-score 0.63. It indicates that the more 
data used will increase the knowledge learned by the architecture and vice versa, the less data used will 
reduce the knowledge learned by the architecture, which will affect the classification performance results. 

 
Table 4. Evaluation Result of Precision, Recall, and F1-Score on DMOZ dataset 

Web Page Category Precision Recall F1-Score 
Arts 0.85 0.81 0.83 

Business 0.80 0.84 0.82 
Computers 0.79 0.76 0.77 

Games 0.78 0.77 0.78 
Health 0.79 0.77 0.78 
Home 0.69 0.71 0.70 
News 0.61 0.65 0.63 

Recreation 0.76 0.72 0.74 
Reference 0.64 0.71 0.68 
Science 0.65 0.77 0.71 

Shopping 0.74 0.71 0.72 
Society 0.82 0.77 0.80 
Sports 0.86 0.91 0.89 

 
Compared with studies that performed web page classification in previous works, the proposed CNN 

architecture achieved outperformed performance on the accuracy of the five other technologies in the state-
of-the-art. Table 5 shows the accuracy results of the comparison with previous studies. 
 

Table 5. Comparison of Previous Web Page Classification Studies on DMOZ dataset 
No. References Accuracy (%) 
1 k-nearest neighbors (KNN) [18] 57 
2 Support Vector Machine (SVM) [18] 60 
3 Artificial Neural Network (ANN) [18] 61 
4 BERT Base + CNN [18] 65 
5 BERT Base + DRIMN [18] 66 
6 Proposed CNN 79 

 
4. CONCLUSION 

This study proposes a deep learning architecture to classify web page titles and descriptions. In this 
research, we proposed a Convolution Neural Network (CNN) architecture that generates few parameters. We 
also analyze the effect of the number of convolution layers on the proposed CNN architecture performance in 
classifying web page titles and descriptions. The training and evaluation set is conducted on the web page 
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dataset provided by DMOZ. As a result, the proposed CNN architecture with the number of N (Dropout + 1D 
Convolution + ReLU activation) equal to 1 achieves the best validation accuracy. It achieves 79.51% with 
only generates 825,061 parameters. This study also shows that that in this case, the deeper the CNN 
architecture shown from the more layers of convolution does not guarantee a better result the validation 
accuracy. The proposed CNN architecture achieved outperformed performance on the accuracy of the five 
other technologies in the state-of-the-art. In the future work, the novel CNN architecture will be designed to 
increase the classifier accuracy. 
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