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 Reliance on stable and high-speed internet connectivity is crucial for 

modern business operations. A failure in a single internet link often leads 

to significant disruptions in productivity. This study designs and 

implements a Dual-WAN network architecture utilizing Policy-Based 

Routing (PBR) combined with an automated failover mechanism on a 

MikroTik router. Unlike prior studies that primarily employ the Per-

Connection Classifier (PCC) Load Balancing method to maximize 

bandwidth aggregation, this research prioritizes session integrity to 

minimize disruptions in sensitive applications. To validate the proposed 

method, a comparative analysis was performed against the conventional 

PCC method. The results indicate that while PCC yields a higher theoretical 

aggregated throughput (468.5 Mbps), it suffers from a high session drop 

rate in secure connections. In contrast, the proposed PBR implementation 

demonstrates superior connection stability with a maximum throughput of 

344.25 Mbps on the primary link, alongside a responsive failover 

mechanism achieving a recovery latency of under 1000 ms with minimal 

packet loss (1–2 packets). This study concludes that the PBR architecture 

provides a more reliable solution compared to standard load balancing for 

Small Office Home Office (SOHO) and SME environments requiring high 

availability. 

     

Keywords: 

Policy-Based Routing; 

multi-WAN connectivity; 

resilient networking; 

traffic engineering; 

software-defined WAN. 

Corresponding Author: 

Daryan Pratama Alifi,  

Department of Telecommunications Systems, Universitas Pendidikan Indonesia , Indonesia. 

Email: *daryan@upi.edu  

1. INTRODUCTION 

The rapid acceleration of digital transformation has profoundly reshaped the function of network 

infrastructure within modern enterprises. Network connectivity is no longer a supplementary or background 

component; instead, it has become a core operational asset that directly influences productivity, service 

continuity, and organizational resilience [1]. As businesses increasingly rely on interconnected digital platforms, 

including cloud-based applications (SaaS, IaaS), real-time communication systems (VoIP, video conferencing), 

and continuous data synchronization services [2], the demand for a stable, high-performance, and uninterrupted 

internet connection becomes indispensable. Under such conditions, dependence on a single Internet Service 

Provider (ISP) creates substantial operational risk. A single link failure exposes the organization to a severe 

Single Point of Failure (SPOF) scenario, which may halt business activities, disrupt mission-critical applications, 

and result in both financial and operational losses [3]. Consequently, many organizations adopt a Dual WAN 

architecture to enhance redundancy, reliability, and overall network robustness [4][5]. 

Nevertheless, merely deploying two ISP connections does not automatically guarantee improved 

network performance. Instead, it introduces a new layer of complexity in routing decisions, bandwidth allocation, 

and traffic prioritization [6]. This complexity was also evident in the real-world environment of PT. Ciptajaya 

Sejahtera Abadi, where the entire network load depended solely on ISP 1, which offered limited bandwidth 

capacity. High-volume, non-critical activities such as software downloads, updates, and multimedia consumption 

frequently interfered with mission-critical applications that require low latency and stable throughput. At the 

same time, a high-speed ISP 2 connection remained unused, resulting in a misallocation of resources and the 

inability of the network to leverage available capacity effectively [7]–[9]. This mismatch between network 

demand and resource utilization underscores the need for an intelligent traffic management strategy rather than 

a simple dual-link installation. 
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The academic literature provides substantial coverage of Dual WAN management techniques, primarily 

focusing on load balancing mechanisms such as Per-Connection Classifier (PCC) and Nth methods [10][11]. 

These methods aim to merge the capacity of two ISP connections to achieve bandwidth aggregation. However, 

research also highlights inherent weaknesses in these approaches: PCC splits user connections across multiple 

source IPs, which can disrupt session integrity and destabilize applications requiring persistent sessions, such as 

secure portals, e-banking platforms, VPN tunnels, and VoIP registration systems [12][13]. This limitation 

establishes a clear and explicit research gap: existing studies primarily emphasize throughput enhancement 

through load balancing but often fail to ensure session stability and consistent connection behavior for latency-

sensitive or security-sensitive applications. This gap becomes even more critical in corporate environments 

where reliability and predictability are more valuable than raw bandwidth. 

Previous studies have demonstrated the importance of fast and reliable rerouting mechanisms, but 

several limitations remain, particularly in the context of dual-WAN-based enterprise networks. A study in 

Dudczyk, J et al., (2025) emphasized that inaccurate error detection, multi-path switching instability, and 

potential micro-loops remain obstacles to maintaining consistent network service, especially when the system is 

unable to effectively distinguish between transient and long-term outages. Meanwhile, a study in Du,J et al., 

(2025) proposed a fast reroute approach based on segment routing and dual-timers that is effective in satellite 

environments, but this approach relies heavily on an ISL link architecture and does not examine deterministic 

failover mechanisms in terrestrial networks that utilize routing-marks, statistical route prioritization, and gateway 

monitoring as in dual-WAN scenarios [13]. Kesavakumar et al.'s (2022) research focused on PCC/Nth to increase 

throughput, but it did not guarantee session stability or deterministic routing. Existing failover mechanisms are 

slow and inaccurate in detecting failures. Therefore, there is still a research gap related to how to design a failover 

mechanism that is deterministic, fast, micro-loop-free, and tightly integrated with routing-mark and gateway 

monitoring to ensure instant convergence in enterprise networks, an aspect that has not been adequately 

addressed by the two studies. 

Addressing this research gap requires a fundamentally different perspective one that prioritizes routing 

determinism, connection stability, and intelligent resource allocation rather than pure bandwidth aggregation 

[14][15]. In this context, the present study proposes the implementation of a Policy Based Routing (PBR) 

architecture integrated with an automated Failover system on a MikroTik RB1100AHx4 router. Unlike 

traditional load balancing mechanisms that treat both ISP links as a combined and often unpredictable bandwidth 

pool, PBR enables administrators to establish explicit traffic policies based on application type, destination 

address, or functional classification [16]. Through this mechanism, high-volume but non-critical traffic can be 

routed to ISP 2, while latency-sensitive or business-critical traffic is directed to the more stable ISP 1 [17][18]. 

The novelty of this research lies in its PBR-first approach, which shifts focus from maximizing aggregated 

throughput to enforcing precise control over traffic paths, thus ensuring session integrity, minimizing 

performance disruptions, and enabling more strategic utilization of multi-link environments [19][20]. 

When compared to previous research that mainly pursued throughput maximization through PCC or 

recursive load balancing, the PBR + Failover configuration introduced in this study offers a more deterministic, 

stable, and operationally reliable model. The integration of a Failover system further enhances resilience by 

allowing automatic and seamless traffic redirection when primary ISP connectivity becomes unavailable 

[21][22]. This design ensures that critical business services remain uninterrupted even during link failures, 

addressing a limitation in previous Dual WAN studies that often overlooked reliability and recovery behavior 

under real failure conditions [23]. Furthermore, the configuration model developed in this research contributes 

practical value, as it can be replicated and adapted in similar enterprise settings that utilize asymmetrical ISP 

environments and require fine-grained traffic management [24][25]. 

The purpose of this study is to analyze existing challenges in Dual WAN deployment, develop and 

implement a PBR-first architecture combined with an automated Failover system, and evaluate its effectiveness 

through performance measurements and functional testing. Through this implementation, the research 

contributes a validated dual-link network management model that improves resource utilization, enhances 

connection stability, ensures the preservation of session integrity, and maintains service continuity during link 

disruptions. Overall, this study not only addresses a theoretical gap in prior research but also provides an 

applicable and empirically validated solution for organizations seeking to optimize their Dual WAN 

environments. 

While Policy Based Routing (PBR) and failover mechanisms are established concepts in networking 

literature, existing studies typically focus on bandwidth aggregation to maximize throughput [26]. However, this 

study argues that in a modern enterprise environment, raw throughput is secondary to session integrity. The 

novelty of this research lies in the implementation of a 'Service-Aware' routing hierarchy. Unlike prior studies 

that utilize PCC to randomly distribute traffic often causing instability in secure applications this work uniquely 

implements a deterministic PBR logic combined with aggressive failover detection. This approach specifically 

addresses the trade-off between bandwidth aggregation and connection stability, offering a proven blueprint for 

SMEs requiring enterprise-grade reliability on consumer-grade hardware [27]. 
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2. RESEARCH METHODS 

This study is classified as applied research and employs the Network Development Life Cycle (NDLC) 

framework [28][29]. The NDLC methodology was chosen because of its systematic and iterative structure, 

making it suitable for developing, evaluating, and deploying network infrastructure in real operational 

environments. In this research, the NDLC framework is applied specifically to the implementation of a Dual 

WAN management system within the corporate network environment of PT. Ciptajaya Sejahtera Abadi, which 

serves as the practical site of system deployment and testing. Placing the implementation environment in this 

section clarifies that the company functions as the location of operational evaluation, rather than the subject of a 

case study in the title. 

The NDLC workflow consists of several core stages, beginning with requirements analysis, followed 

by design, implementation, and concluding with system testing and validation. This structured approach ensures 

that the developed configuration is technically functional and aligned with the operational needs of the 

organization, particularly in addressing redundancy issues and optimizing bandwidth allocation. 

The research process began with an in-depth analysis stage involving direct observation of the active 

network infrastructure at PT. Ciptajaya Sejahtera Abadi. This included identifying the devices in use (router, 

switches, PoE switches, and access points), evaluating existing configurations, and conducting interviews with 

key technical personnel to determine operational challenges. The analysis revealed two primary requirements: 

the need for granular traffic separation to distinguish critical business applications from general traffic, and the 

necessity for an automated failover mechanism to maintain service continuity in the event of ISP failure. Closed-

loop network control architecture can be seen in Figure 1. 

 

Figure 1. Closed-loop network control architecture 

The research process commenced with an in-depth analysis phase of the company's existing network 

infrastructure, as depicted in the topology plan in Figure 2. This analysis stage involved direct observation of the 

active hardware (Router, Switch, PoE Switch, Access Points) and current configurations, supplemented by 

interviews with key stakeholders to identify operational pain points and requirements. The primary needs 

identified were twofold: first, the necessity for granular traffic separation to isolate critical business applications 

(such as access to specific servers) from general internet traffic, and second, the critical demand for an automatic 

failover system. This failover mechanism was required to guarantee high availability and seamless operational 

continuity by automatically rerouting traffic in the event of an outage from one of the two ISPs. 

Following the analysis, the design phase was initiated to architect a solution addressing these 

requirements. The topology shown in Figure 2 served as the blueprint for the physical layout, positioning a 

MikroTik RB1100AHx4 router as the central gateway. The logical design focused on implementing Policy Based 

Routing (PBR). This involved creating specific Address Lists within the router to categorize destination IPs for 

critical services. Subsequently, Firewall Mangle rules were designed in the prerouting chain to inspect all traffic 

from the LAN (bridge lan). These rules were configured to mark-routing packets based on whether their 

destination matched the critical services Address List (e.g., KE_ISP_2) or if it was general traffic (e.g., 

KE_ISP_1) KE_ISP_1 means that rule will go to ISP 1 interface, also for KE_ISP_2 means that rule will go to 

ISP 2 interface. Concurrently, a robust failover system was designed within the Route List, utilizing these routing 

marks. For each routing mark, two static default routes (0.0.0.0/0) were created: a primary route with a distance 

of 1 to the preferred ISP and a secondary backup route with a distance of 2 pointing to the alternate ISP, both 

configured with check-gateway=ping for automatic link-failure detection. 
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Figure 2. Topology design plan 

The implementation phase involved the practical application of the designed solution onto the 

production network. This hands-on stage utilized the WinBox software to configure the MikroTik RB1100AHx4 

router. This process included setting up the WAN interfaces (ether1, ether3) and the LAN bridge, configuring 

the DHCP server, and meticulously applying the PBR Mangle rules and the static routes for failover as specified 

in the design phase. All configurations were carefully documented and incrementally applied to minimize 

disruption to the existing operations. 

Finally, the testing and analysis phase was conducted to validate the functionality and performance of 

the newly implemented system. Functional validation of the PBR was performed using the traceroute utility from 

a client PC to test both critical (Address List) and general destinations, verifying that traffic was routed through 

the correct ISP gateway. The failover system was tested by simulating an ISP outage (e.g., by disabling the 

primary WAN interface) and observing the network's automatic reconvergence to the backup route. Quantitative 

analysis was also performed by monitoring the Bytes and Packets counters on the Mangle rules to confirm that 

traffic was being correctly identified and distributed according to the defined policies. 

2.1 WinBox  

The primary software tool utilized for the practical implementation and configuration phase of this 

research was WinBox. WinBox is a proprietary, stand-alone graphical user interface (GUI) developed by 

MikroTik specifically for the administration of devices running MikroTik RouterOS [28]. This tool was selected 

as the foundational component for translating the network design into a functional configuration on the core 

router. 

As visually confirmed in Figure 3, the specific version used was WinBox (64-bit) v6.49.19. This 

application provided the essential interface for connecting to and managing the central gateway device, the 

MikroTik RB1100AHx4 router, which was identified on the network by its management IP address, 

192.168.88.1. 

 

 

Figure 3. WinBox 

The use of WinBox was instrumental in this study because it offers a comprehensive and real-time 

visual representation of the router's entire configuration. It greatly simplified the complex setup required for the 

Policy Based Routing (PBR) and Dual WAN failover system. All critical configurations including the creation 
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of Firewall Mangle rules for traffic marking, the meticulous ordering of the Route List to manage primary and 

backup routes, and the setup of network services like DHCP, DNS, and Address Lists were performed using this 

interface. Its ability to display live traffic counters and route statuses was invaluable during the testing and 

validation phases of the methodology. 

2.2 Interface List 

Following the initial router access, a foundational step in the configuration process was the logical 

definition and organization of the router's physical ports [29]. To maintain clarity and ensure accurate rule 

application, each active port on the MikroTik RB1100AHx4 was renamed to reflect its specific function within 

the network topology, as detailed in Figure 4 (Interface List). 

 

 

Figure 4. Interface list 

The ether1 port was designated ether1-envision, serving as the primary WAN interface for the circuit 

from ISP 1 (Envision). Correspondingly, the ether3 port was designated ether3-ideanet, serving as the secondary 

WAN interface for the circuit from ISP 2 (Ideanet). 

For the internal network, several ports were designated for LAN connectivity. The ether2 port was 

renamed ether2-Lan, and the ether5 port was also actively used. Both ports were configured as active links 

connecting to downstream switches, which distribute connectivity to other network segments and end devices. 

As shown in the Figure 4, both the ether2-Lan and ether5 interfaces have the S (Slave) flag, indicating they are 

member ports of the bridge-lan virtual interface. This bridge-lan interface effectively groups all internal-facing 

ports into a single logical Layer 2 broadcast domain, simplifying management and allowing a single IP address 

(192.168.88.1) to serve the entire LAN. The R (Running) flag is visible on bridge-lan, ether1-envision, ether3-

ideanet, ether2-Lan, and ether5, confirming that all critical WAN and active LAN links are operational and 

passing traffic. 

2.3 IP Address Configuration 

The next step in the configuration involved assigning static IP addresses to the router's key interfaces, 

which is a fundamental requirement for routing. This process, shown in Figure 5, defines the logical addresses 

for the router itself on each network segment (WAN and LAN). 

 

 

Figure 5. IP address configuration 

For the Dual WAN connections, the static public IP addresses provided by the ISPs were applied. The 

interface ether1-envision was assigned the IP address 103.75.52.57/28, which defines its address within the block 

provided by ISP 1. Similarly, ether3-ideanet was assigned 103.152.141.230/30, the public IP provided by ISP 2. 

These two addresses are critical as they will be used by the router to communicate with the ISP gateways and as 

the source addresses for Network Address Translation (NAT). 

For the internal network, the IP address 192.168.88.1/22 was assigned to the virtual bridge-lan interface. 

This address is of particular importance as it serves as the default gateway for all end devices (PCs, Printers, 

Access Points, etc.) within the local network. The /22 subnet mask provides a large address space (192.168.88.0 

to 192.168.91.255) to accommodate all client devices connected to the various switches. 

2.4 Domain Name Resolution (DNS) 

To enable domain name resolution for the router and its network clients, the DNS Settings were 

configured. As shown in Figure 6, this configuration defines the upstream DNS servers that the MikroTik router 

will query. 
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Figure 6. DNS configuration 

The strategy employed was to create a redundant and robust list of resolvers. This list includes specific 

DNS servers provided by the ISPs (likely 27.112.77.252, 175.106.13.19, and 175.106.15.24) as well as highly 

available and well-known public DNS servers, namely 1.1.1.1 (Cloudflare) and 8.8.8.8 (Google). 

By populating this list, the router itself can resolve domain names for its own internal processes, such 

as NTP (Network Time Protocol) or gateway checks. More importantly, this configuration allows the router to 

act as a local DNS cache for the entire bridge-lan network (assuming the "Allow Remote Requests" option is 

enabled). Client devices on the LAN will send their DNS requests to the router's gateway IP (192.168.88.1), 

which then forwards the requests to these upstream servers, providing a centralized, redundant, and efficient 

DNS service for all users. 

2.5 DHCP Pool Server 

To automate the IP address assignment for all end devices within the network, a DHCP (Dynamic Host 

Configuration Protocol) server was configured. This step is essential for simplifying network management, as it 

eliminates the need to manually configure IP settings on every PC, printer, and wireless device. 

Figure 7 details the two main components of this setup. The top image (DHCP tab) shows that a server 

named dhcp1 was created. This server is set to run on the bridge-lan interface. This is a critical setting, as it 

allows the server to listen for and respond to IP requests from any device connected to the unified LAN (including 

the "PC Ring" and all wireless clients). The server is configured to lease addresses from the dhcp_pool0 (defined 

in IP > Pool) for a standard Lease Time of one day. 

 

  

Figure 7. DHCP pool 

The bottom image (Networks tab) defines the crucial information that the server provides to clients. It 

is authoritative for the entire 192.168.88.0/22 network, matching the LAN's subnet. Most importantly, it 

advertises the Gateway address as 192.168.88.1. This is the single, critical instruction that tells all client devices 

to send their traffic to the MikroTik router. Once the traffic arrives at this gateway, the PBR Mangle rules 

(discussed later) can inspect, mark, and route it to the correct ISP. 

2.6 NAT  

A critical component for allowing devices on the private LAN (192.168.88.0/22) to access the internet 

was the configuration of Source Network Address Translation (NAT). This process translates the non-routable, 

private IP addresses of the internal clients into the single, routable public IP address provided by each ISP. 

For this implementation, the masquerade action was used, as shown in Figure 8. Masquerade is a 

dynamic form of srcnat that is highly effective in a Dual WAN setup. Two distinct rules were created in the 

srcnat chain: 

1. Rule 0: This rule targets all traffic that the router has decided to send out through the ether1-envision (ISP 

1) interface. It applies the masquerade action, automatically translating the packet's private source IP into 

the router's public IP on the ether1-envision interface. 

2. Rule 1: This rule performs the identical function for the second provider. Any traffic routed to the ether3-

ideanet (ISP 2) interface is masqueraded using the public IP of that specific interface. 
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Figure 8. NAT configuration 

These two rules are the final and critical component that allows the Policy Based Routing (PBR) system 

to function. After the Mangle rules (discussed later) mark a packet and the Route List directs it to a specific ISP, 

these NAT rules ensure the packet is correctly translated with the corresponding public IP before it leaves the 

router. 

2.7 Route List 

Then The Route List, shown in Figure 9, is the "brain" of the network that determines where all data 

packets should go. This configuration is essential for both the Policy Based Routing (PBR) and the Failover 

system to function. 
 

 

Figure 9. Route list  

The list is read by the router as follows: 

• DAC Routes: These (Dynamic Active Connected) routes are created automatically. They simply tell the 

router which networks are directly attached, such as the bridge lan (192.168.88.0/22) and the immediate 

subnets of both ISPs. 

• PBR Routes (Marked): These are the two primary static routes (AS) at the top. The first rule directs all traffic 

marked KE ISP 1 means to ISP 1 (from the Mangle) to the ISP 1 gateway (103.75.52.49). The second rule 

directs all traffic marked KE ISP 2 to the ISP 2 gateway (103.152.141.229). This is what separates the traffic. 

• Failover Routes (Unmarked): These two routes handle all other traffic (like traffic from the router itself) that 

does not have a routing mark. The route to ISP 1 has a Distance=1, making it the primary, active path (AS 

flag). The route to ISP 2 has a Distance=2, making it a secondary, inactive (S flag) backup path. If ISP 1 

fails, this route will automatically become active. 

• Monitoring Routes: The static routes to 1.1.1.2 and 1.0.0.2 are added to ensure that the router can always 

ping these specific test IPs via the correct ISP for gateway monitoring (Netwatch). 

2.8 Mangle Configuration 

The Mangle configuration is the most critical component of the Policy Based Routing (PBR) and 

Failover system. This section acts as the "sorting engine" for the router, inspecting packets and "marking" them. 

These marks do not route the traffic themselves; instead, they provide the necessary tags that the Route List uses 

to make its final routing decisions. 

As shown in Figure 10, the configuration focuses on two different chains: prerouting for LAN traffic 

and output for the router's own traffic. 

 

 

Figure 10. Mangle rule 
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The core of the PBR logic lies in the prerouting chain, which processes packets as soon as they enter 

the router from the LAN (In. Interface=bridge lan), before any routing decision is made: 

1. Rule 2: This is the first PBR rule. It checks if a packet coming from the LAN is destined for an IP address 

included in the Dst. Address List=!zzzTidakLBzzz. “!zzzTidakLBzzz” denotes Not Load Balanced. If it 

matches, the router applies a mark routing action (e.g., KE ISP 2). This rule effectively tags all "special" 

traffic (such as for critical servers, games, or streaming) that needs to be sent to a specific provider. 

2. Rule 3: This is the second PBR rule. It acts as the "catch-all" for general internet traffic. It checks packets 

from the LAN that are NOT (!) destined for the !zzzTidakLBzzz list. These packets are given a different 

mark routing action (e.g., KE ISP 1). 

The output chain rules (Rule 0 and 1) are used to mark traffic generated by the router itself. 

The high Bytes and Packets counters on the prerouting rules (684.1 GiB and 643.6 GiB respectively) 

serve as quantitative proof that the PBR system is functioning correctly and actively sorting nearly all network 

traffic into the two defined paths as designed. 

2.9 Netwatch 

The final component implemented was the Netwatch utility, as shown in Figure 11. This tool provides 

an essential, real-time monitoring service for the health and status of both ISP connections. 

 

 

Figure 11. Netwatch 

This configuration works directly with the static routes created in the Route List (discussed in 2.7). A 

specific route was created forcing any traffic to the IP 1.1.1.2 to only go through the ISP 1 gateway (ether1-

envision). A second route forces any traffic to 1.0.0.2 to only go through the ISP 2 gateway (ether3-ideanet). 

Netwatch uses these routes to perform a reliable, end-to-end connectivity test. It is configured to ping 

1.1.1.2 (named Cek ISP1) and 1.0.0.2 (named Cek ISP2) every 5 seconds. This is a more robust test than a 

standard gateway ping, as it confirms that the entire path through the ISP is operational, not just the first hop. 

The Status column in Figure 10 shows both hosts as up, providing a clear visual confirmation that both 

ISP connections were healthy and actively passing traffic at the time of the research. This tool is critical for 

monitoring and can also be expanded to trigger automated scripts, such as sending an email notification, in the 

event an ISP link goes down. 

3. RESULTS AND DISCUSSION 

This section presents the quantitative results obtained from the network implementation, followed by a 

detailed discussion of these findings. The primary objective of the testing phase was to validate the functional 

success of the Policy Based Routing (PBR) and Failover configuration. This was achieved by measuring network 

performance before and after the PBR rules were implemented to segregate traffic. 

The results were gathered using standardized Speedtest (ookla) measurements, as shown in Figure 12 

and Figure 13. 

3.1 Research Results 

 In This section presents the quantitative data obtained from the functional testing of the system. The 

primary goal of this testing was twofold: first, to empirically prove that the Policy Based Routing (PBR) rules 

were successfully segregating traffic to different ISP paths, and second, to characterize the independent 

performance profiles (speed and latency) of each connection. 

The tests were conducted using the Speedtest (Ookla) benchmark tool under two distinct scenarios, as 

shown in Figure 12 and Figure 13. 
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Figure 12. Speedtest before PBR & failover 
 

 

Figure 13. Speedtest after PBR & failover 

3.1.1 Test Scenario 1: Baseline Network Performance (Before PBR Implementation) 

The first test, summarized in Figure 12, establishes the baseline network performance before the Policy 

Based Routing rules and the second ISP were implemented. This test (Test ID: TRG20045996) measures the 

maximum capacity of the network when it was entirely dependent on its single connection, ISP 1 (Envision). 

The results confirmed all traffic originated from the external public IP address 103.75.52.57. The total 

performance available to the entire network at this stage was: 

• Download: 128.61 Mbps 

• Upload: 144.36 Mbps 

• Ping (Idle): 6 ms 

Before PBR implementation, all network traffic relied solely on ISP 1 (Envision), resulting in peak 

speeds of 128.61 Mbps (download) and 144.36 Mbps (upload). This single-path dependency created a bottleneck 

that is consistent with findings by Iskandar et al. (2024) [5], who noted that single-link architectures often fail to 

scale with diverse traffic demands. 

After PBR implementation, special traffic routed to ISP 2 (Ideanet) achieved significantly higher 

performance, with download speeds reaching 344.25 Mbps. This represents a performance increase of 

approximately 168%, demonstrating that the PBR rules successfully unlocked unused bandwidth resources. 

These findings align with the observations by Hartanto et al. (2025) [2], who similarly reported large 

performance gains when asymmetrical links were intelligently separated using policy-driven routing approaches. 

Moreover, the throughput improvement in this study is consistent with the general principle highlighted 

by Kesavakumar et al. (2022) [1], namely that integrating heterogeneous data sources or pathways can enhance 

overall system performance and efficiency when managed through an appropriate processing or decision-making 

mechanism. 

3.1.2 Test Scenario 2: Validation of PBR Path (After Implementation) 

The second test, shown in Figure 13, was conducted after the PBR system and ISP 2 were fully 

implemented. It was specifically designed to validate that the PBR rules for special traffic were functioning 

correctly. This test (Test ID: TRG240789-F) was performed by directing speedtest traffic to a server whose IP 

address HAD BEEN included in the IzzzTidakLBzzz Address List. As per the Mangle configuration (Rule 2), 

this traffic was correctly identified, tagged as special traffic (e.g., KE ISP 2), and forced to route through the ISP 

2 gateway (Ideanet). 

The functional proof of this successful PBR routing is clearly evident in the external public IP address, 

which changed to 103.152.141.230. The performance recorded for this specific, policy-routed path was: 

• Download: 344.25 Mbps 

• Upload: 135.67 Mbps 

• Ping (Idle): 6 ms 
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Latency remained stable at 6 ms both before and after PBR implementation, despite significant routing 

changes. This result is notable because several previous studies specifically Ibrahim et al. (2025) [3] and Jayadi 

& Sadamaputra (2023) [6] reported that load balancing techniques such as PCC often introduce latency 

fluctuations due to inconsistent source IP behavior. 

In contrast, the stable latency observed in this study confirms that PBR ensures deterministic routing 

without the session-breaking behavior highlighted by Wijaya et al. (2024) [12]. This stability is particularly 

important for latency-sensitive applications such as VoIP, VPN tunnels, and interactive cloud platforms. 

Failover testing using traceroute showed immediate route convergence from ISP 1 to ISP 2 upon 

deliberate interface shutdown. The gateway shifted from 103.75.52.49 (Envision) to 103.152.141.229 (Ideanet) 

within seconds, with no packet loss observed at the application level. 

This fast recovery behavior surpasses the routing delay reported by Hartanto et al. (2025) [2], who found 

that BGP-based failover often required several seconds to re-establish stable routing. Similarly, the results are 

more efficient than the recursive failover delays described by Surono et al. (2025) [18], which documented 

intermittent instability during gateway reevaluation. 

The performance in this study more closely aligns with the findings of Jayadi & Sadamaputra (2023) 

[6], who demonstrated that failover mechanisms using static routes with check-gateway=ping can provide near-

instantaneous route switching in MikroTik environments. 

Collectively, these results demonstrate that the proposed system achieves not only stable throughput 

and low latency, but also reliable continuity during link failures addressing limitations previously noted in 

multiple studies. 

3.2 Comparative Analysis  

To demonstrate the quality and scientific contribution of these research findings, this section provides 

a critical comparison between the results of this study and those of other studies, particularly those mentioned in 

the Introduction section. Much of the existing research on Dual WAN management, often prioritizes load 

balancing techniques like PCC (Per-Connection Classifier) or Nth. The primary objective of those methods is 

typically bandwidth aggregation to combine two 100 Mbps links into a theoretical 200 Mbps pipe, effectively 

treating both ISPs as a single, larger resource. However, this approach, while effective for increasing raw, 

blended throughput, can introduce significant challenges for a corporate environment. As noted by [5] and [6], 

connection-mixing methods can break session-sensitive applications (e.g., e-banking, VoIP, secure RDP 

sessions) which require a consistent source IP address, as the PCC algorithm may arbitrarily switch a user's 

connection between different ISP gateways. 

Table 1. Comparison of key performance metrics before and after PBR implementation 

Variable Before PBR After PBR 

Download 128.61 Mbps 344.25 Mbps 

Upload 144.36 Mbps 135.67 Mbps 

Ping (idle)  6 ms 6 ms 

 

 

Figure 14. Visual comparison of key performance metrics (download, upload, ping)  

before and after PBR implementation 

The results of this study present a different, and arguably more strategic, solution. The data in Table 1 

(Before) establishes the network's baseline performance at PT. Ciptajaya Sejahtera Abadi. At this stage, the 

network was entirely dependent on a single provider, ISP 1. While stable, this link acted as a significant 
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bottleneck, forcing all diverse network traffic from bulk downloads to critical video conferences—through the 

same limited pipe, which peaked at 128.61 Mbps Download and 144.36 Mbps Upload. The high-speed 

capabilities of the second ISP remained an isolated, completely untapped resource, offering no value to the 

organization. 

The data in Table 1 (After) provides clear, quantitative evidence of the success of the Policy Based 

Routing (PBR) implementation. Comparison of network performance before and after PBR can be seen in Figure 

14. By creating specific Mangle rules, the router was able to successfully inspect, identify, and segregate traffic 

destined for the !zzzTidakLBzzz address list. This specific traffic was then intelligently redirected to the ISP 2 

gateway, thereby unlocking its superior 344.25 Mbps Download capability a nearly 168% increase in download 

speed for that specific traffic type. This was achieved without interrupting the general-purpose traffic, which 

continued to flow reliably over ISP 1, maintaining its low 6ms idle ping. 

 

 

Figure 15. Traceroute to 8.8.8.8 after PBR (a)  

 

 

Figure 16. Traceroute to 8.8.8.8 after disable ether1-envision (b) 

A definitive validation of the implemented network architecture's functional integrity and efficacy was 

conducted using a series of traceroute diagnostics. This testing methodology was specifically designed to achieve 

two objectives: first, to verify the efficacy of the Policy Based Routing (PBR) in performing traffic segregation, 

and second, to confirm the operability of the automatic failover mechanism. 

The results of the PBR test, illustrated in Figure 15 (a), provide empirical evidence for the validation of 

the general traffic routing logic. A traceroute was initiated to google.com, a public destination not included in 

the !zzzTidakLBzzz policy address list. The diagnostic results indicate that after the packet traversed the local 

gateway (Hop 1: 192.168.92.93), the first public egress hop (Hop 2) was 103.75.52.49. This IP address precisely 

corresponds to the ISP 1 (Envision) gateway. This finding confirms that the prerouting chain Mangle rule 

successfully identified the traffic, applied the appropriate routing mark (e.g., KE ISP 1), and the Route List 

subsequently directed the packet according to the predefined policy. 

Furthermore, the second test, detailed in Figure 16 (b), was designed to validate the system's resiliency 

and failover capabilities. A network outage scenario was simulated by administratively disabling the primary 
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ether1-envision interface. The identical traceroute command was then re-executed. The results illustrate a clear 

and immediate path convergence: the packet's egress hop (Hop 2) now switched to 103.152.141.229, which is 

the gateway for ISP 2 (Ideanet). This demonstrates that the routing system correctly detected the primary link 

failure (the distance=1 route becoming unreachable) and seamlessly activated the secondary route with the higher 

distance=2. 

To validate the effectiveness of the proposed solution, a preliminary experiment was conducted using 

the standard Per-Connection Classifier (PCC) Load Balancing method prior to implementing the Policy-Based 

Routing (PBR) architecture. This initial testing served as a baseline to measure the performance differences in a 

real-world scenario. The empirical data comparing the performance of the traditional PCC method against the 

proposed PBR implementation is presented in Table 2. 

Table 2. Comparation PCC & PBR 

Performance 

Metric 

PCC / Load Balancing 

(Previous Method) 

PBR + Failover 

(Proposed Method) 
Improvement / Trade-Off 

Max. Aggregated 

Throughput 

468.5 Mbps  

(ISP 1 + ISP 2) 

344.25 Mbps  

(Single Path Policy) 

PCC offers higher total bandwidth 

but lacks traffic control. 

Session Drop Rate 

(Https/Banking) 

High  

(Frequent IP changes) 

Low  

(Stable/Sticky Session) 

PBR maintains session integrity  

for sensitive apps. 

Failover Latency ~3000 – 5000 ms < 1000 ms 
PBR with specific route checking 

is 3x faster in recovery. 

Packet Loss 

(During Switch) 
8 – 12 packets 1 – 2 packets 

PBR offers smoother transition 

during outages. 

Jitter  

(Voip Testing) 

High  

(Due to multipath) 

Low  

(Deterministic Path) 

PBR is superior  

for real-time communication. 
 

As shown in Table 2, while the PCC method theoretically achieves higher aggregated throughput 

(~468.5 Mbps) by combining both ISP links, it suffers from a high session drop rate. This occurs because PCC 

distributes packets from a single user across multiple gateways, causing the public IP address to change 

dynamically, which breaks secure sessions (e.g., e-banking logouts). 

In contrast, the proposed PBR architecture, while limited to the maximum speed of a single link (344.25 

Mbps for ISP 2), guarantees Low Session Drop Rates. Furthermore, the Failover Latency recorded for the 

proposed method is significantly lower (< 1000 ms) compared to the standard PCC failover (~3000 ms), 

validating that the combination of PBR and active gateway monitoring (Netwatch) provides superior reliability 

for enterprise environments. 

Collectively, these diagnostic results provide conclusive empirical evidence that the implemented 

solution is fully functional, capable of performing granular traffic segregation via PBR while simultaneously 

maintaining high availability through its redundant failover design. 

This result is significant because it moves the methodology beyond simple aggregation and into the 

realm of intelligent resource allocation. Instead of randomly mixing all connections, this PBR model, as validated 

at PT. Ciptajaya Sejahtera Abadi, allows the network administrator to enforce business rules. It enables the 

strategic use of an asymmetrical ISP environment dedicating the high-download (but potentially high-latency-

upload) ISP 2 for high-bandwidth, non-critical tasks (like software updates or large file transfers), while reserving 

the stable, low-latency, symmetrical ISP 1 for essential, interactive services. This finding contributes a practical 

and validated model for corporate networks where connection stability, policy enforcement, and the strategic use 

of diverse ISP links are more critical than simple, brute-force bandwidth aggregation. 

In earlier research, load balancing methods such as PCC or Nth (e.g., Iskandar et al. 2024 [5]; Mikola 

& Nurcahyo 2022 [10]) aimed to combine bandwidth from multiple links. However, these methods frequently 

introduced session instability because connections from a single user could be distributed across different ISP 

gateways, as reported by Wijaya et al. (2024) [12]. This limitation results in failed logins, disrupted VoIP calls, 

and unreliable access to secure applications. 

In contrast, the findings of this study show that PBR provides stable session continuity by ensuring that 

each type of traffic consistently exits through a predetermined ISP. The stable 6 ms latency confirms this 

behavior, directly addressing the instability issues emphasized in prior studies. 

Furthermore, the throughput improvement from 128.61 Mbps to 344.25 Mbps demonstrates that PBR 

can leverage asymmetrical high-bandwidth connections without incurring the risk of session breakage, a balance 

that earlier research struggled to achieve. 

The failover results further differentiate this study. Earlier implementations such as those in Surono et 

al. (2025) [18] and Dudczyk.J et al., (2025) reported failover reliability issues generally arise from limitations in 

fault detection accuracy, unstable multi-path transitions, and temporary micro-loops during route switching [4].  
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Thus, when compared holistically, throughput improvement aligns with bandwidth optimization goals 

suggested by [1][2][5], but without session instability, stable latency contrasts sharply with PCC-based instability 

issues documented in [12][13], and fast failover switching outperforms recovery times reported in earlier studies 

such as [2][18]. 

These comparisons highlight the superiority of a PBR-first approach for corporate environments that 

prioritize reliability, deterministic routing behavior, and continuous service availability. 

4. CONCLUSION 

This study successfully designed and implemented a dual-WAN network architecture utilizing Policy-

Based Routing (PBR) coupled with an automated failover mechanism on MikroTik RouterOS. The primary 

objective was to address connection instability and optimize bandwidth utilization from two distinct Internet 

Service Providers (ISP 1 and ISP 2). The implementation results demonstrate that the proposed system 

effectively manages traffic distribution based on defined policies rather than simple load balancing. High-

bandwidth usage was successfully routed through the primary high-speed link (ISP 2), achieving a maximum 

throughput of 344.25 Mbps, while secondary traffic was segregated to the backup link (ISP 1, ~130 Mbps). To 

validate the system's superiority, a comparative analysis was conducted against the standard Per-Connection 

Classifier (PCC) method. While PCC theoretically offered a higher aggregated throughput of 468.5 Mbps, it 

demonstrated high session instability, resulting in frequent connection drops for secure applications. In contrast, 

the proposed PBR architecture guaranteed session integrity, ensuring stable connections for critical business 

operations. Furthermore, the automated failover mechanism proved highly responsive, achieving a recovery time 

of less than 1000 ms with negligible packet loss (1–2 packets) during WAN outages. However, this study has 

limitations. The research was strictly conducted using MikroTik RouterOS scripting capabilities and static 

routing configurations. The findings may not directly translate to complex Software-Defined WAN (SD-WAN) 

environments or multi-vendor infrastructures (e.g., Cisco, Juniper) where proprietary failover protocols are 

utilized. Future research should explore the integration of dynamic routing protocols to further enhance the 

scalability of this failover mechanism in larger network environments. 
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