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 The priority classification of road maintenance is an important issue in 

regional infrastructure management. This study developed a classification 

model based on Artificial Neural Network (ANN) to determine the priority 

of district road maintenance automatically based on actual condition data. 

The data covered 141 road sections, reduced from 15 to 9 main variables 

using Principal Component Analysis (PCA), and normalized with the Min-

Max Scaler. The ANN model consists of 10 input neurons, 30 hidden 

neurons, and 5 priority class outputs. The data is divided in a 55-15-35 ratio 

for training, validation, and testing. The model produces 92% accuracy, 

91.7% accuracy, 90.4% recall, and 90.9% F1-score. These findings 

demonstrate the reliability of ANN in multi-class classifications to support 

more efficient road maintenance decision-making. The novelty lies in the 

integration of actual field data, multi-criteria classification, and the 

application of ANN in the context of complex and underexplored district 

roads in the literature. 
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1. INTRODUCTION  

The construction and maintenance of road infrastructure is a fundamental element in supporting regional 

economic growth, improving connectivity between regions, and ensuring the smooth flow of goods and 

population mobility. At the district level, the role of roads is very strategic as a link between public service 

centers, production areas, and settlements [1]. However, the management of the district road network in 

Indonesia still faces major challenges, including budget constraints, diverse geographical conditions, and a lack 

of decision support systems that are able to accommodate the complexity of road conditions. Road access 

improvements require cross-sectoral support from the private sector and the government from the Ministry of 

Public Works and Public Housing of the Republic of Indonesia [2]. 

Economic development planning has significant urgency because it serves to improve market 

mechanisms, reduce unemployment, encourage agricultural and industrial development, and overcome poverty. 

Infrastructure development plays a very crucial role in accelerating national and regional development, because 

infrastructure is the driving force of a region's economic growth [3][4]. The existence of infrastructure has an 

impact on the economy of a region, because it facilitates people's economic activities and the distribution of 

goods and services. Inclusive economic growth is strongly influenced by road, electricity, water, education, and 

market infrastructure simultaneously [5][6]. Continuous improvement of public sector services will improve 

public facilities and infrastructure, government investment also includes improvements to education, health, and 

other supporting facilities [7].  

One of the main challenges in district road management is the determination of priorities for effective 

and efficient maintenance handling. Often, decisions are made based on manual or subjective approaches that 

lack consideration of data as a whole, resulting in suboptimal and untargeted budget allocations [8][9]. The need 

for intelligent and adaptive systems in handling the diversity of road conditions and limited resources is 

becoming more and more urgent. Local governments have a great responsibility in managing various resources 

for the welfare of their communities, so a sustainable planning concept is needed [10]. The government has made 
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efforts to utilize natural resources for development to achieve the welfare of the nation, although urban 

governance still needs more attention because development often pays less attention to the concept of 

sustainability [11].  

In this context, the application of the Artificial Neural Network (ANN) method can be a promising 

solution as part of artificial intelligence, offering solutions to overcome this problem. ANNs have the ability to 

study complex patterns and non-linear relationships in data, as well as generate accurate predictions or 

classifications based on previous experience [12]. This model is inspired by how the human brain works in 

recognizing patterns and making decisions, making it suitable for use in the context of decision support systems 

for handling road infrastructure. 

In the context of road maintenance, ANN can be used to process various input data such as road surface 

conditions, traffic volume, rainfall data, and geospatial information to generate recommendations for optimal 

handling priorities [13]. The proposed ANN model consists of three main layers: the input layer, the hidden 

layer, and the output layer. The input layer receives raw data such as road type, road performance data and 

material price. The hidden layer is made up of several neurons that are interconnected and function to extract 

important features from the input data [14]. The number of neurons in the hidden layer is determined through 

experimentation and cross-validation to achieve optimal classification performance [15][16]. The output layer 

serves as the final determinant, processing a representation of features that have been extracted by the hidden 

layer and producing an output in the form of a classification of handling priorities for each evaluated roadway. 

ANNs were trained using a supervised learning algorithm with a dataset containing information about various 

roads in the district area, including road conditions, traffic volume, road maintenance costs, and availability of 

funds [17][18].  

Artificial Neural Network (ANN) has been widely applied in the field of civil engineering to support 

smarter and more adaptive decision-making processes. ANN has been shown to be able to mimic human 

decision-making patterns by recognizing complex interrelationships between variables, making it a relevant tool 

for prioritizing the maintenance of infrastructure such as highways. In the context of road maintenance, various 

ANN models have been developed, ranging from the Back-Propagation Neural Network [19] which is capable 

of handling non-linear and linear relationships between variables, to integration with drone technology and CNN-

based image-based detection [20] for the visual classification of pavement damage. Previous studies have also 

applied the ANN approach to predict the type and extent of road damage [21], perform image-based classification 

[22], and automate AI-supported labeling and risk assessment [23]. In addition, ANN has been integrated into 

the pavement management system and combined with multi-criteria decision making (MCDM) techniques such 

as AHP and TOPSIS to support a thorough evaluation of road maintenance [24]. 

Most existing approaches still focus on predicting road conditions, damage classification, or one-

dimensional optimization. There have not been many studies that specifically use ANN as a priority classification 

tool for district road maintenance by utilizing various condition factors simultaneously. Generally, the variables 

used are still limited (e.g. only damage or traffic volume), without the integration of multi-criteria information 

such as dominant vehicle type, sidewalk width, and estimated maintenance costs. Previous research has begun 

an exploration of the use of ANNs for maintenance priority classification, but still uses 15 raw criteria without a 

dimension reduction approach [25][26]. In the next development stage, simplification is carried out into 9 main 

variables with the Principal Component Analysis (PCA) method to reduce the complexity of data without losing 

important information. However, systematic evaluation of the performance of ANN-based classification on 

actual condition data in a comprehensive and automatic manner is still minimal, especially in the context of 

district road networks that have budget limitations, uneven geographical distribution, and minimal data-based 

system support. 

For this reason, this study aims to develop and evaluate an ANN-based classification model that is able 

to automatically identify the priority level of district road maintenance based on real-world condition data. The 

model was constructed using inputs from PCA results against normalized road infrastructure data, and then tested 

with a structured ANN configuration (10 inputs, 30 hidden neurons, and 5 priority class outputs). Evaluation is 

carried out through quantitative metrics such as accuracy, precision, recall, and F1-score, and reviewed through 

a confusion matrix to assess the accuracy of each class's classification. The urgency of this study lies in the real 

need for a more adaptive and efficient decision support system in district road management, especially in the 

context of limited public resources. Decision-making that is still based on subjectivity and manual methods is no 

longer relevant to the complexity of current road conditions. 

To date, there is no model for prioritizing district road maintenance that systematically utilizes a 

combination of actual field data, dimension reduction through PCA, and a fully developed ANN architecture for 

multi-criteria automatic classification. In other words, there is a real gap in the development of a road 

maintenance decision-making system that is data-based, automated, and able to handle the complexity of 

conditions at the district level efficiently. This research is here to fill the gap methodologically and practically. 
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2. RESEARCH METHODS 

To answer the problem in decision-making for district road maintenance, a systematic and measurable 

methodological approach is used by utilizing Artificial Neural Network (ANN)-based modeling. This method 

was chosen for its ability to recognize complex patterns of various road condition variables and model non-linear 

relationships that cannot be effectively addressed by conventional approaches. The population includes all 

district roads listed in the local Public Works Office database. With the purposive sampling technique, 141 road 

sections were selected that had complete documentation of relevant variables such as physical conditions, traffic 

volume, vehicle type, sidewalk width, and maintenance history and costs. The initial data includes 15 variables 

and is then reduced to 9 main components using Principal Component Analysis (PCA) to simplify dimensions 

without losing important information. All data is normalized with the Min-Max Scaler method so that it can be 

processed consistently by the ANN model. 

2.1 Instruments 

The main instrument in this study is a road condition dataset used as a basis for training and testing of 

Artificial Neural Network (ANN) models. This dataset contains a number of input variables that are relevant and 

affect the determination of district road maintenance priorities [27]. These variables include: the level of road 

damage classified in the ordinal scale, the average daily traffic volume (LHR) as an indicator of road use load, 

the dominant type of vehicle crossing the road, and the width of the pavement as a measure of the physical 

capacity of the road. In addition, road status (strategic or non-strategic), estimated maintenance cost needs, and 

historical data on previously carried out maintenance are also used as supporting parameters in the analysis. The 

output of the ANN model developed is in the form of priority classes for handling road maintenance, which are 

categorized into five levels, namely Critical Priority (CP), High Priority (HP), Medium Priority (MP), Low 

Priority (LP), and No Priority (NP). This classification is used as a prediction target in artificial neural network-

based decision-making systems.  

The data used in this study was obtained from a previous research project and consisted of information 

from 141 road sections in a district area, which included 15 primary variables and then reduced to 9 main 

components. These variables include road condition classifications (from severely damaged to good), average 

daily traffic volume (ADT), pavement width, number of heavy vehicles, and socio-economic and feasibility 

indicators. These variables collectively represent actual field conditions that influence road maintenance 

planning and prioritization. All data underwent a normalization process using the Min-Max Scaler method to 

standardize the scale across all variables. Subsequently, the dataset was analyzed using Principal Component 

Analysis (PCA) to reduce dimensionality while retaining key information. The PCA results revealed that 9 

principal components accounted for over 90% of the total data variance, with a confidence level reaching 91.8%. 

This indicates that the dimensionality reduction process effectively simplified data complexity without 

compromising critical information [25][26]. 

The nine principal components derived from the PCA analysis were then used as input features for 

developing the Artificial Neural Network (ANN) model, which aims to automatically classify the priority levels 

for district road maintenance. By employing this approach, the model facilitates a more objective, systematic, 

and data-driven decision-making process, supporting more efficient infrastructure management at the local 

government level. 

2.2 Procedure 

The initial step in this study starts from the collection of secondary data obtained from technical 

agencies such as the Public Works Office and Bappeda, as well as documentation of field survey results in digital 

format. The data is then processed through a pre-processing stage, which includes the cleanup of lost values, 

normalization using the Min-Max Scaler method, and priority class labeling based on technical criteria that have 

been set by local government agencies. After going through the pre-processing process, the data is used to build 

an Artificial Neural Network (ANN) model with a multilayer perceptron (MLP) architecture. The model consists 

of three main layers: an input layer with 10 neurons that represents the variable of the road conditions, one to 

two hidden layers that each consist of 20 to 30 neurons and use the ReLU activation function, and an output layer 

with 5 neurons that uses the Softmax activation function to classify maintenance priorities into five categories. 

The dataset was randomly divided into three parts, namely 55% for training, 15% for validation, and 

35% for testing, to maintain a balance between the learning process and the generalization capabilities of the 

model. The model was trained using a backpropagation algorithm optimized by the Stochastic Gradient Descent 

(SGD) method, as well as the Sparse Categorical Crossentropy loss function, which is appropriate for multi-class 

classification cases with numerical labels. The ground truth for model training is determined based on the 

technical classification of the field data which refers to the official guidelines for road infrastructure assessment 

from the relevant agencies. The evaluation of model performance was carried out by calculating accuracy, 

precision, recall, F1-score, and using a confusion matrix to evaluate the accuracy of the classification of each 

priority class. Although the model shows promising performance, testing against other baseline models such as 
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decision trees or logistic regression has not been conducted. Therefore, further development is recommended to 

include model comparisons as a more thorough performance evaluation material [25][28][29]. 
 

 

Figure 1. Research procedure 

Data analysis in this study was carried out to evaluate the performance of the Artificial Neural Network 

(ANN) model in classifying the priorities for handling district road maintenance. Evaluation was carried out by 

comparing the model's prediction results against the test data (test set) with the actual value (ground truth). Some 

of the evaluation metrics used in the multi-class classification system include accuracy, precision, recall, F1-

score, and confusion matrix [14][27][30]. The calculation formula for each of these metrics is presented in 

Algorithm 1. 
 

Algorithm 1: Evaluation Metrics for Multi-Class Classification in Artificial Neural Network Model 

1. 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

2. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

3. 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

4. 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

5. Confusion Matrix 

 

Confusion Matrix 

The confusion matrix is used to visualize the results of the model's classification in the form of a matrix 

that shows the number of correct and false predictions in each class. For the five-class classification problem 

(CP, HP, MP, LP, NP), the confusion matrix is 5×5 in shape, with the row axis indicating the actual class and 

the column axis indicating the prediction class. The visual analysis of these matrices helps in understanding 

which classes are most often wrongly predicted and how accurately each class is recognized by the model. 

3. RESULTS AND DISCUSSION 

3.1 Research Results 

This research has succeeded in developing an Artificial Neural Network (ANN) classification model to 

identify priorities for handling district road maintenance automatically, based on actual condition data. The ANN 

model is designed using a Multilayer Perceptron (MLP) architecture with three main layers (dense layers) that 

are tailored to the characteristics of the data. The dataset used in the training is divided into three parts, namely 

55% training data, 15% validation data, and 35% testing data. These proportions are designed to ensure a balance 

between the need for model training and generalized performance evaluation of data that has never been seen 

before. The structure of the ANN network consists of: 

1. Input layer with 16 neurons, according to the number of input features that represent the actual condition of 

the road, such as the level of damage, traffic volume, dominant vehicle type, pavement width, and others. 

2. A hidden layer with 30 neurons and a ReLU (Rectified Linear Unit) activation function, which is used to 

map non-linear relationships between input variables. 

3. An output layer with 5 neurons, each representing a priority class (Critical Priority, High Priority, Medium 

Priority, Low Priority, and No Priority), with a Softmax activation function to convert the output into a 

probability distribution between classes. 

The model was trained using a backpropagation algorithm with the Stochastic Gradient Descent (SGD) 

optimization method. The loss function used is Sparse Categorical Crossentropy, which is suitable for multi-

class classifications with a target in the form of numerical labels. During the training process, the main evaluation 

metric used is accuracy, which reflects the proportion of correct predictions to the overall data. 

 



Aviation Electronics, Information Technology, Telecommunications, Electricals, and Controls (AVITEC) 341 
Vol. 7, No. 3, November 2025 (Special Issue)  

Based on the model configuration, the number of parameters trained in the network is as follows: 

1. The first layer (input layer) has 160 parameters, consisting of weights and biases to process 16 input features. 

2. The hidden layer has 510 parameters, calculated from the relationship between 16 input neurons and 30 

hidden neurons. 

3. The output layer has 155 parameters, which connect 30 hidden neurons with 5 output neurons. 

With a total of 825 parameters, this model is quite lightweight but capable of capturing complex 

relationships between variables. This ANN structure demonstrates adequate representational capabilities to be 

used in data-driven decision-making in the field of district road maintenance. This model is expected to produce 

accurate and reliable prediction of handling priorities in the context of implementation at the local government 

level. 

The performance of the developed ANN model is then evaluated based on accuracy metrics during the 

training process. The development of the model's accuracy to training and validation data over 350 epoches can 

be seen in Figure 2.a. 
 

       
             a. Model Accuracy                b. Model Loss 

Figure 2. Comparison graph of accuracy and loss during training and testing 

In figure 2a, it can be seen that the accuracy of the model increases significantly as the number of epochs 

increases. The accuracy of the training data (blue line) shows a consistent upward trend from the start of the 

training until it reaches a value close to 100% after about 250 epochs. This shows that the model is able to learn 

patterns from the data very well. The accuracy of the validation data (orange line) also showed a progressive 

improvement, although it fluctuated mainly at the beginning to middle of the training. These fluctuations reflect 

variations in the model's response to data that is not directly trained, which is a common phenomenon in the 

neural network learning process. After about the 200th epoch, validation accuracy showed stability and tended 

to follow a pattern of training accuracy with a value range of 90% to 100%.  

In addition to accuracy, model performance evaluation is also carried out by monitoring the loss value 

during the training process. The loss value describes how much the model's prediction is wrong with the actual 

value; The smaller the loss value, the better the model's performance. The development of the loss value in the 

training and testing data over 350 epoches can be seen in Figure 2b. In Figure 2b, it can be seen that the loss 

value for both the training data (blue line) and the test data (orange line) shows a consistent downward trend as 

the number of epochs increases. This indicates that the ANN model is gradually able to improve the weight and 

bias of the network in an effort to minimize prediction errors. Specifically, the loss in the training data decreased 

more sharply and reached a value close to 0.1 at the end of the training, while the loss in the test data was stable 

in the range of 0.2, indicating that the model was still able to maintain good performance on data that had never 

been trained before. The difference between the relatively small training and testing losses also confirms that the 

model did not experience overfitting, as there were no drastic spikes or significant differences between the two 

curves. 

The consistency between the training and validation curves showed that the ANN model did not 

experience significant overfitting, as there were no noticeable differences between the two at the end of the 

training process. This indicates that the model has good generalization skills and is able to recognize important 

patterns in the data efficiently, without simply memorizing the training data. In addition, the steady and steadily 

decreasing loss graph in both training and test data further strengthens the previous finding that the developed 

ANN model has reliable performance, with minimal prediction error rates on test data. Thus, this model has 

proven to be effective in classifying priorities for handling district road maintenance automatically and 

accurately. 
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To complete the model performance analysis, a confusion matrix was used  to evaluate the accuracy of 

the predictions based on each class of road maintenance priorities. The visualization of the confusion matrix of 

the ANN model can be seen in Figure 3. 

 

Figure 3. Confusion matrix for performance evaluation of road handling priority classification model 

Evaluation through a confusion matrix reinforced these findings, with only one in 41 predictions being 

misclassified. Figure 3 shows the distribution of prediction results for five priority classes, namely Critical 

Priority (CP), High Priority (HP), Medium Priority (MP), Low Priority (LP), and No Priority (NP). Most 

predictions are on the diagonal of the confusion matrix, which signifies that the model is able to accurately 

classify the data according to the class it should be. In detail, the model managed to correctly classify 7 NP data, 

8 LP data, 14 MP data, 7 HP data, and 6 CP data. Only one case of misclassification was recorded, namely one 

cellphone class data that was incorrectly predicted as CP. 

The results of the follow-up evaluation using the latest test data showed that the ANN model had an 

accuracy of 95.35%, with a misclassification rate of only 4.65%. This achievement indicates a very high level of 

classification accuracy in the five priority classes of road maintenance. In addition,  the Macro-F1 value of 0.960 

and the Weighted-F1 of 0.9535 reflect the stable and balanced performance of the model across the class, without 

bias towards the majority class. Thus, both classes with a dominant and minority amount of data can be accurately 

classified. A summary of these performance metrics is presented in Table 1. 

Table 1. Evaluation metrics of the ANN classifier for road maintenance priority classification 

Accuracy Misclassification Rate Macro-F1 Weighted-F1 

0.9535 0.0465 0.9600 0.9535 
 

In detail, the three classes, namely No Priority (NP), Medium Priority (MP), and Critical Priority (CP), 

showed perfect performance with precision, recall, and F1-score values of 1,000, which means that all data in 

the three classes were correctly classified without errors. Meanwhile, for the Low Priority (LP) and High Priority 

(HP) classes, the precision value was recorded at 0.875 each, with the recall remaining perfect at 1,000, resulting 

in an F1-score value of 0.933. Although there are slight errors in the form of false positives, none of the actual 

data from these two classes is missed (false negatives = 0). Full details of the model's performance for each class 

are presented in Table 2. 

Table 2. Class-wise performance metrics of the ANN model for road maintenance priority classification 

Class 

name 
Precision 1-Precision Recall 

False 

Negative Rate 

F1 

Score 

Specificity 

(TNR) 

False Positive 

Rate (FPR) 

NP 1.0000 0.0000 1.0000 0.0000 1.0000 1.0000 0.0000 

LP 0.8750 0.1250 1.0000 0.0000 0.9333 0.9722 0.0278 

MP 1.0000 0.0000 0.8750 0.1250 0.9333 1.0000 0.0000 

HP 0.8750 0.1250 1.0000 0.0000 0.9333 0.9722 0.0278 

CP 1.0000 0.0000 1.0000 0.0000 1.0000 1.0000 0.0000 
 

The only error in the form of false negatives was recorded in the MP class with a value of 0.125. while 

the other class had a value of 0. On the other hand.  the high specificity value (True Negative Rate) of all classes 

(≥0.9722) indicates that the model is able to distinguish classes very well and minimize erroneous predictions. 

Overall. this evaluation confirms that the developed ANN model has superior classification capabilities in multi-

class contexts. High accuracy. consistent macro and weighted F1-score values. and even performance across 
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classes make this model feasible to be implemented as a support system for district road maintenance decisions 

in an objective. efficient. and data-driven manner. 

3.2 Discussion of Findings and Research Implications 

3.1.1 Comparative Analysis with Prior Research  

The results of this study prove that the Artificial Neural Network (ANN) model is effective in 

identifying priorities for handling district road maintenance automatically and accurately. With high accuracy 

and low and stable loss values. the model exhibits strong classification performance. The near-perfect prediction 

confusion matrix also shows that ANN is able to distinguish the characteristics of each priority class with high 

precision. These findings are in line with previous research showing that the collaboration of the Artificial Neural 

Network (JST) method with road technical data can result in a more systematic and objective classification of 

maintenance priorities than manual methods [25]. Furthermore. in its follow-up studies ANN was also used to 

identify landslide-prone buildings. which reinforces the evidence that ANN can be applied broadly in the context 

of risk- and condition-based classification of infrastructure [28].  

The results of this study are also superior when compared to the statistics-based approach and dimension 

reduction technique. where PCA is used without the adaptive capabilities that ANN has [31]. In this case. ANN 

provides greater flexibility because it can recognize non-linear and complex relationships without requiring 

specific data distribution prerequisites. Other studies have supported the effectiveness of ANNs in the field of 

road maintenance. although the study focused more on predicting pavement conditions than on the classification 

of handling priorities [32][33]. Instead. this study offers a multi-criteria priority classification approach. so that 

it is more directly relevant to the decision-making needs of local governments. In addition. this approach also 

complements previous results. which still use conventional data-driven decision support systems without 

machine learning models [34]. Theoretically. it has explained the importance of the use of ANN in determining 

maintenance priorities. However. this study makes an additional contribution to the direct implementation of the 

ANN model. systematic testing. and accuracy validation through classification and confusion matrix metrics. 

thus complementing the conceptual literature [25].  

As a follow-up. this ANN model has great potential to be integrated into Geographic Information 

Systems (GIS). Visualization of classification results in the form of an interactive digital map allows 

policymakers to see the spatial distribution of maintenance needs directly. With a location-based view. users can 

analyze the concentration of high-priority road sections and consider contextual factors such as proximity to 

public facilities. population density. or vulnerability to disasters. In addition. the development of web-based and 

mobile application interfaces is highly recommended to facilitate access by technical agencies. both in the 

planning stage and in the field. With the support of this system. officers can access priority information in real-

time and respond quickly and precisely. The integration of sensor data from IoT devices or road condition 

monitoring systems can also enrich the system with dynamic information. allowing for periodic classification 

updates. Thus. the system built is not only predictive but also adaptive to changes in field conditions. and supports 

digital transformation in the management of regional road infrastructure in a sustainable and responsive manner. 

3.1.2 Research Limitations. 

Although the model showed excellent performance. the study had some limitations. First. the scope of 

the study area is limited to one district. so the model needs to be retested in other regions with different road and 

geographical characteristics to test its performance consistency. Second. the data used is static and does not 

include dynamic variables such as weather conditions or actual traffic density. Third. the model has not taken 

advantage of real-time data updates from sensors or IoT devices that have the potential to improve system 

responsiveness.  

4. CONCLUSION 

An Artificial Neural Network (ANN)-based classification model has been developed and evaluated to 

automatically identify the priority level of district road maintenance using field condition data. By utilizing 141 

roads. the initial data consisting of 15 variables was reduced to 9 main variables through Principal Component 

Analysis (PCA) and normalized using the Min-Max Scaler. The network architecture consists of 10 input 

neurons. 30 hidden neurons. and 5 output neurons representing five priority classes. The test results showed 

excellent performance. with an accuracy of 92%. precision of 91.7%. recall of 90.4%. and an F1-score of 90.9%. 

Of the 41 test data. only one case was misclassified according to the confusion matrix. indicating a very low 

error rate and high generalization ability. These results prove that ANN is able to recognize non-linear patterns 

of various road condition variables and classify them accurately. This approach offers a multi-criteria 

classification system that is adaptive and based on actual data. different from conventional methods that are 

manual or single-variable. The use of ANN in the context of complex district roads provides a more objective 

and efficient solution in supporting infrastructure planning and decision-making. For further development. the 

model has the potential to be tested in other regions with different characteristics. compared to other machine 
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learning algorithms. as well as further developed with the integration of dynamic data from sensors or IoT devices 

so that the system can respond to changes in conditions in real-time. 

REFERENCES 

[1]  Y. Kurniawan and S. Widodo. "District road database management based on geographic information 

system to support regency road maintenance (case study: Sintang district)." Jurnal Teknik Sipil. vol. 23. 

no. 4. p. 544. Jan. 2024. http://dx.doi.org/10.26418/jts.v23i4.67499  

[2]  H. Nurcahyo and A. Bachtiar. "Analysis of the problems of general practitioners distribution in 

community health centers (Puskesmas) in Indonesia." in Proc. 4th Int. Symp. on Health Research (ISHR 

2019). Paris. France. 2020. http://dx.doi.org/10.2991/ahsr.k.200215.068  

[3]  D. Cornelius and W. P. Primandhana. "Analisis pengaruh infrastruktur jalan. listrik dan air terhadap 

produk domestik regional bruto [Analysis of the influence of road. electricity and water infrastructure on 

gross regional domestic product]." KINERJA. vol. 19. no. 2. pp. 338–344. Aug. 2022. 

http://dx.doi.org/10.30872/jkin.v19i2.10923  

[4]  Z. Boucetta. A. Fazziki. and M. Adnani. "A deep-learning-based road deterioration notification and road 

condition monitoring framework." International Journal of Intelligent Engineering and Systems. vol. 14. 

no. 3. pp. 503–515. Jun. 2021. http://dx.doi.org/10.22266/ijies2021.0630.42  

[5]  L. Afriyana. E. Salmah. S. Sriningsih. and I. Harsono. "Analisis dampak pembangunan infrastruktur 

terhadap pertumbuhan ekonomi inklusif pada kabupaten/kota di provinsi Nusa Tenggara Barat tahun 

2016–2021 [Analysis of the impact of infrastructure development on inclusive economic growth in 

regencies/cities in West Nusa Tenggara Province in 2016–2021]." Elastisitas: Jurnal Ekonomi 

Pembangunan. vol. 5. no. 1. pp. 1–12. 2023. 

[6]  T. F. Fwa and W. T. Chan. "Priority rating of highway maintenance needs by neural networks." J. Transp. 

Eng.. vol. 119. no. 3. pp. 419–432. May 1993. http://dx.doi.org/10.1061/(ASCE)0733-

947X(1993)119:3(419)  

[7]  A. A. N. B. Dwirandra. "Moderation of contingency factors on the effect of fiscal decentralization 

inequality between regencies/cities in the province of Bali." Jurnal Ilmiah Akuntansi dan Bisnis. vol. 16. 

no. 1. p. 133. Jan. 2021. http://dx.doi.org/10.24843/JIAB.2021.v16.i01.p09  

[8]  S. N. Sari. "Asumsi prioritas penanganan pemeliharaan jalan kabupaten menggunakan metode analisis 

hirarki proses (AHP) [Priority assumptions for handling district road maintenance using the analytic 

hierarchy process (AHP)]." in Proc. CEEDRiMS 2021 — Inovasi Teknologi dan Material Terbarukan 

Menuju Infrastruktur yang Aman Terhadap Bencana dan Ramah Lingkungan. Yogyakarta. Indonesia. 

2021. 

[9]  M. U. Hassan. O.-M. H. Steinnes. E. G. Gustafsson. S. Løken. and I. A. Hameed. "Predictive maintenance 

of Norwegian road network using deep learning models." Sensors. vol. 23. no. 6. p. 2935. Mar. 2023. 

http://dx.doi.org/10.3390/s23062935  

[10]  E. Setijadi. R. Mardiyanto. A. K. Darmawan. Hoiriyah. and I. Santosa. "Pengukuran tingkat kesiapan dan 

pengembangan model kota cerdas (smart city) Kabupaten Pamekasan [Measuring the level of readiness 

and development of the smart city model of Pamekasan Regency]." Sewagati. vol. 4. no. 2. pp. 79–87. 

2022. 

[11]  F. N. Suratman and A. Darumurti. "Collaborative governance dalam pengelolaan ruang terbuka hijau 

publik (RTHP) di Kota Yogyakarta [Collaborative governance in the management of public green open 

space (RTHP) in Yogyakarta City]." Jurnal Pemerintahan dan Kebijakan (JPK). vol. 2. no. 2. pp. 102–

121. Sep. 2021. http://dx.doi.org/10.18196/jpk.v2i2.12743  

[12]  I. G. A. I. Lestari. I. G. A. Diputera. I. K. D. K. Tubuh. and A. S. Jiman. "Analisis penyebab dan 

dampaknya kerusakan infrastruktur jalan terhadap para pengguna jalan dan masyarakat sekitar: studi 

kasus ruas jalan Benteng Jawa. Kabupaten Manggarai Timur [Analysis of the causes and impacts of road 

infrastructure damage to road users and the surrounding community: case study — Benteng Jawa road 

section. East Manggarai Regency]." Jurnal Ilmiah Kurva Teknik. vol. 11. no. 2. pp. 32–36. 2022. 

[13]  L. Janani. R. K. Dixit. V. Sunitha. and S. Mathew. "Prioritisation of pavement maintenance sections 

deploying functional characteristics of pavements." Int. J. Pavement Eng.. vol. 21. no. 14. pp. 1815–1822. 

Dec. 2020. http://dx.doi.org/10.1080/10298436.2019.1567923  

[14]  L. Tello-Cifuentes. J. Marulanda. and P. Thomson. "Detection and classification of pavement damages 

using wavelet scattering transform. fractal dimension by box-counting method and machine learning 

algorithms." Road Materials and Pavement Design. vol. 25. no. 3. pp. 566–584. Mar. 2024. 

http://dx.doi.org/10.1080/14680629.2023.2219338  

[15]  I. M. D. U. Putra. G. K. Gandhiadi. and L. P. I. Harini. "Implementasi backpropagation neural network 

dalam prakiraan cuaca di daerah Bali Selatan [Implementation of backpropagation neural network in 

weather forecasting in the South Bali region]." E-Jurnal Matematika. vol. 5. no. 4. pp. 126–132. 2016. 

http://dx.doi.org/10.26418/jts.v23i4.67499
http://dx.doi.org/10.2991/ahsr.k.200215.068
http://dx.doi.org/10.30872/jkin.v19i2.10923
http://dx.doi.org/10.22266/ijies2021.0630.42
http://dx.doi.org/10.1061/(ASCE)0733-947X(1993)119:3(419)
http://dx.doi.org/10.1061/(ASCE)0733-947X(1993)119:3(419)
http://dx.doi.org/10.24843/JIAB.2021.v16.i01.p09
http://dx.doi.org/10.3390/s23062935
http://dx.doi.org/10.18196/jpk.v2i2.12743
http://dx.doi.org/10.1080/10298436.2019.1567923
http://dx.doi.org/10.1080/14680629.2023.2219338


Aviation Electronics, Information Technology, Telecommunications, Electricals, and Controls (AVITEC) 345 
Vol. 7, No. 3, November 2025 (Special Issue)  

[16]  D. Hunter. H. Yu. I. M. S. Pukish. J. Kolbusz. and B. M. Wilamowski. "Selection of proper neural network 

sizes and architectures — a comparative study." IEEE Trans. Ind. Inform.. vol. 8. no. 2. pp. 228–240. 

May 2012. http://dx.doi.org/10.1109/TII.2012.2187914  

[17]  M. Hafez. K. Ksaibati. and R. A. Atadero. "Optimizing expert-based decision-making of pavement 

maintenance using artificial neural networks with pattern-recognition algorithms." Transp. Res. Rec.. J. 

Transp. Res. Board. vol. 2673. no. 11. pp. 90–100. Nov. 2019. 

http://dx.doi.org/10.1177/0361198119851085  

[18]  I. Y. Ruhiawati. U. Rahardja. Masaeni. and E. Kusnadi. "Decision support system to determine priorities 

for handling road repair in Banten Province using analytical hierarchy process method." in Proc. 1st Int. 

Multidisciplinary Conf. on Education. Technology. and Engineering (IMCETE 2019). Paris. France. 

2020. http://dx.doi.org/10.2991/assehr.k.200303.024  

[19]  T. F. Fwa and W. T. Chan. "Priority rating of highway maintenance needs by neural networks." J. Transp. 

Eng.. vol. 119. no. 3. pp. 419–432. May 1993. http://dx.doi.org/10.1061/(ASCE)0733-

947X(1993)119:3(419)  

[20]  C. Makendran. M. Karthik. S. M. J. Hasan. M. Harivignesh. and G. V. Raahul. "Designing an intelligent 

pavement maintenance and management system using drone imagery and artificial intelligence." MATEC 

Web Conf.. vol. 393. p. 02005. Mar. 2024. http://dx.doi.org/10.1051/matecconf/202439302005  

[21]  M. U. Hassan. O.-M. H. Steinnes. E. G. Gustafsson. S. Løken. and I. A. Hameed. "Predictive maintenance 

of Norwegian road network using deep learning models." Sensors. vol. 23. no. 6. p. 2935. Mar. 2023. 

http://dx.doi.org/10.3390/s23062935  

[22]  L. Tello-Cifuentes. J. Marulanda. and P. Thomson. "Detection and classification of pavement damages 

using wavelet scattering transform. fractal dimension by box-counting method and machine learning 

algorithms." Road Materials and Pavement Design. vol. 25. no. 3. pp. 566–584. Mar. 2024. 

http://dx.doi.org/10.1080/14680629.2023.2219338  

[23]  H. Iqbal et al.. "AI-driven road maintenance inspection v2: Reducing data dependency & quantifying 

road damage." arXiv preprint arXiv:2210.03570. 2022. http://dx.doi.org/10.48550/arXiv.2210.03570  

[24]  D. Ardiansyah. J. Arliansyah. and E. Kadarsa. "Road handling priority in Ogan Komering Ilir Regency 

using AHP. TOPSIS and MOORA methods." Int. J. Sci. & Tech. Res.. vol. 8. no. 12. pp. 237–245. 2019. 

https://www.ijstr.org/paper-references.php?ref=IJSTR-1219-26085 

[25]  S. N. Sari. B. G. Pratama. and I. Ircham. "Kolaborasi jaringan saraf tiruan (JST) dalam identifikasi 

prioritas penanganan pemeliharaan jalan kabupaten [Collaboration of artificial neural network (ANN) in 

identifying priorities for handling district road maintenance]." Device. vol. 14. no. 1. pp. 19–29. May 

2024. http://dx.doi.org/10.32699/device.v14i1.6702  

[26]  B. G. Pratama. S. N. Sari. and O. Yuliani. "Pendekatan principal component analysis untuk peningkatan 

efektivitas pemeliharaan jalan kabupaten [Principal component analysis approach for improving 

effectiveness of district road maintenance]." in Proc. ReTII. 2024. pp. 164–171. 

[27]  D. M. Bhuvaneswari. "NEA: Revolutionizing vehicle classification with optimal optimization through 

neuro-evolutionary algorithm." in 2024 Int. Conf. on Advances in Computing. Communication and 

Applied Informatics (ACCAI). IEEE. May 2024. pp. 1–7. 

http://dx.doi.org/10.1109/ACCAI61061.2024.10601898  

[28]  S. N. Sari. B. G. Pratama. and R. Prastowo. "Pemodelan artificial neural network (ANN) untuk 

identifikasi bangunan daerah rawan longsor [Artificial neural network (ANN) modeling for landslide-

prone buildings]." Device. vol. 14. no. 1. pp. 8–18. May 2024. 

http://dx.doi.org/10.32699/device.v14i1.6701  

[29]  B. G. Pratama. S. N. Sari. and J. Prasojo. "Penerapan back propagation neural network untuk identifikasi 

bangunan di wilayah rawan longsor [Application of back propagation neural network for building 

identification in landslide-prone areas]." in Proc. ReTII. 2024. pp. 172–179. 

[30]  C. Makendran. M. Karthik. S. M. J. Hasan. M. Harivignesh. and G. V. Raahul. "Designing an intelligent 

pavement maintenance and management system using drone imagery and artificial intelligence." MATEC 

Web Conf.. vol. 393. p. 02005. Mar. 2024. http://dx.doi.org/10.1051/matecconf/202439302005  

[31]  D. Wulandari. T. Prahasto. and V. Gunawan. "Penerapan principal component analysis untuk mereduksi 

dimensi data penerapan teknologi informasi dan komunikasi untuk pendidikan di sekolah [Application of 

principal component analysis to reduce data dimension of ICT application for education in schools]." 

Jurnal Sistem Informasi Bisnis. vol. 6. no. 2. p. 91. Dec. 2016. http://dx.doi.org/10.21456/vol6iss2pp91-

96 

[32]  L. Janani. R. K. Dixit. V. Sunitha. and S. Mathew. "Prioritisation of pavement maintenance sections 

deploying functional characteristics of pavements." Int. J. Pavement Eng.. vol. 21. no. 14. pp. 1815–1822. 

Dec. 2020. http://dx.doi.org/10.1080/10298436.2019.1567923  

http://avitec.itda.ac.id/
http://dx.doi.org/10.1109/TII.2012.2187914
http://dx.doi.org/10.1177/0361198119851085
http://dx.doi.org/10.2991/assehr.k.200303.024
http://dx.doi.org/10.1061/(ASCE)0733-947X(1993)119:3(419)
http://dx.doi.org/10.1061/(ASCE)0733-947X(1993)119:3(419)
http://dx.doi.org/10.1051/matecconf/202439302005
http://dx.doi.org/10.3390/s23062935
http://dx.doi.org/10.1080/14680629.2023.2219338
http://dx.doi.org/10.48550/arXiv.2210.03570
https://www.ijstr.org/paper-references.php?ref=IJSTR-1219-26085
http://dx.doi.org/10.32699/device.v14i1.6702
http://dx.doi.org/10.1109/ACCAI61061.2024.10601898
http://dx.doi.org/10.32699/device.v14i1.6701
http://dx.doi.org/10.1051/matecconf/202439302005
http://dx.doi.org/10.1080/10298436.2019.1567923


346  Bagus Gilang Pratama, et. al.: Classification Based on Artificial Neural Network … . 

 

 
 

[33]  A. M. Abdelrahim and K. P. George. "Artificial neural network for enhancing selection of pavement 

maintenance strategy." Transp. Res. Rec.. J. Transp. Res. Board. vol. 1699. no. 1. pp. 16–22. Jan. 2000. 

http://dx.doi.org/10.3141/1699-03  

[34]  H. Saepudin. T. N. Suharsono. and A. Chalid. "Penentuan penilaian skoring dan pembobotan pada 

parameter ruas jalan untuk sistem pemeliharaan jalan di Kabupaten Bandung berbasis sistem informasi 

geografis [Determination of scoring assessment and weighting of road section parameters for road 

maintenance system in Bandung Regency based on geographic information system]." TECHNO-SOCIO 

EKONOMIKA. vol. 15. no. 2. pp. 130–144. Oct. 2022. http://dx.doi.org/10.32897/techno.2022.15.2.1727  

 

http://dx.doi.org/10.3141/1699-03
http://dx.doi.org/10.32897/techno.2022.15.2.1727

	1. INTRODUCTION
	2. RESEARCH METHODS
	2.1 Instruments
	2.2 Procedure

	3. RESULTS AND DISCUSSION
	3.1 Research Results
	3.2 Discussion of Findings and Research Implications
	3.1.1 Comparative Analysis with Prior Research
	3.1.2 Research Limitations.


	4. CONCLUSION
	REFERENCES

