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 The surge in rice prices in Indonesia in 2024 is a critical issue affecting social 

welfare and national food security, particularly amid rising rice imports. This 

study evaluates public sentiment on Twitter using the Naïve Bayes method 

and compares the effectiveness of two automated labeling methods, VADER 

and SentiWordNet, in improving sentiment analysis accuracy. The research 

is significant due to the limited literature on automated labeling 

comparisons, especially in food price crises. The methodology includes data 

collection, preprocessing, translation, sentiment labeling using VADER and 

SentiWordNet, TF-IDF feature extraction, Naïve Bayes classification, and 

performance evaluation across different data split ratios: 60% training and 

40% testing, 70% training and 30% testing, 80% training and 20% testing, 

and 90% training and 10% testing. Results show that VADER excels in 

detecting positive sentiments, achieving 74.42% accuracy at a 90:10 split but 

struggles with negative sentiment identification, with a highest F1-score of 

56.58%. SentiWordNet performs better for positive sentiment detection, 

reaching 77.86% accuracy and 96.22% recall at an 80:20 split but yields a 

low F1-score of 32.15% for negative sentiments. In conclusion, VADER is 

suitable for balanced sentiment detection, while SentiWordNet is more 

effective for identifying positive sentiments. 
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1. INTRODUCTION  

According to information from sp2kp.kemendag.go.id [1], there has been an increase in rice prices in 

Indonesia, as reported by the Ministry of Trade through the Market Monitoring and Basic Needs System 

(SP2KP). Data indicates a monthly average increase in national rice prices from March 2023 to March 2024. 

Domestic production has failed to meet rising demand, forcing Indonesia to import significant quantities of rice, 

making it one of the world's largest rice importers. It is unsurprising that when rice prices rise, residents in various 

regions are willing to wait for hours to obtain affordable rice through the government's market operation 

programs. 

Twitter is one of the most popular social media platforms, enabling users to interact with others and 

share photos and videos. As of July 2023, Indonesia ranked 4th among the top ten countries with the highest 

number of Twitter users, with 25.25 million users, according to databoks.katadata.co.id [2]. More than 190% of 

social media users complained about recent increases in the prices of basic necessities, according to a study by 

the Continuum Institute for Development of Economic and Finance (INDEF) [3]. The study, conducted from 

February 29 to March 4, 2024, revealed that 67,579 social media users engaged in 74,817 conversations about 

rising food prices, as reported by Wahyu Tri Utomo, a data analyst at Continuum INDEF. Most of these 

conversations originated from Twitter. 

Sentiment analysis is an automated process for identifying attitudes, opinions, and emotions within 

textual data. It processes text to classify it into categories of positive or negative emotions. The sentiment analysis 

process includes defining the dataset domain, preprocessing, feature selection, annotation, classification, and 

evaluation. Techniques such as Support Vector Machine, K-Nearest Neighbor, and Naïve Bayes are commonly 

employed in sentiment analysis [4][5][6]. 
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Naïve Bayes is one of the most widely used approaches for understanding public opinion. Despite its 

simplicity, Naïve Bayes is highly effective and accurate in text classification [7]. A study titled Sentiment 

Analysis of Election Postponement Issues on Twitter Using Naïve Bayes demonstrated that negative sentiment 

achieved a precision of 98%, recall of 94%, and an F1-score of 99%. Meanwhile, neutral sentiment attained a 

precision of 100%, recall of 94%, and an F1-score of 96.9%. Positive sentiment recorded a precision of 96.1%, 

recall of 100%, and an F1-score of 98% [8]. 

Previous studies, such as Sentiment Analysis and Topic Modeling of Lombok Tourism using Latent 

Dirichlet Allocation & Naïve Bayes, achieved an accuracy of 92%, precision of 100%, recall of 83.84%, and 

specificity of 100% using the Naïve Bayes method [9]. Another study revealed that the Naïve Bayes algorithm 

achieved an accuracy of 88.24% in Sentiment Analysis of the Relocation of the State Capital, whereas the 

Support Vector Machine (SVM) algorithm achieved only 78.77% [10]. Additional research highlighted the 

superiority of Naïve Bayes over SVM in Sentiment Analysis of the Impact of the Coronavirus. Results showed 

that Naïve Bayes attained an accuracy of 81.07%, compared to SVM's 79.96% [7]. Furthermore, a study 

conducted by Naraswati et al [11] utilized a dataset comprising 10,000 records related to COVID-19 policy 

management in Indonesia. Sentiments were classified into two categories: positive and negative. The Naïve 

Bayes method was employed for analysis, yielding an accuracy of 87.34%, sensitivity of 93.43%, and specificity 

of 71.76%. 

Naïve Bayes is chosen for this research due to its proven effectiveness in sentiment analysis, as 

demonstrated in previous studies. Despite its simplicity, Naïve Bayes consistently delivers high accuracy, 

precision, and recall, making it a reliable method for text classification. Studies on various topics, including 

election postponement, tourism sentiment, and COVID-19 policy analysis, have shown that Naïve Bayes 

outperforms other algorithms such as SVM in many cases. Its ability to handle large datasets, classify sentiments 

efficiently, and achieve high sensitivity and specificity further supports its selection for this study. 

Data labeling in sentiment analysis is a crucial step that involves assigning labels to text to reflect the 

sentiment it contains. Traditional methods often rely on manual annotation by humans, which is time-consuming 

and costly, especially when dealing with large volumes of data. To address these challenges, automating the 

labeling process can be achieved by leveraging lexical resources. These lexicons are dictionaries or databases of 

words and phrases pre-labeled with sentiments, enabling systems to automatically identify and assign sentiment 

to text with greater accuracy and efficiency. Data labeling can be performed using four main lexical resources: 

VADER, AFINN, SentiWordNet, and the Hu Liu Lexicon [12]. 

VADER (Valence Aware Dictionary for Sentiment Reasoning) is a rule-based sentiment analysis tool 

that uses a sentiment lexicon. VADER combines a list of lexical features labeled based on their semantic 

orientation, whether positive or negative. This tool is highly effective for analyzing social media texts, movie 

reviews, and product reviews. The main advantage of VADER is its ability not only to determine a positive or 

negative score but also to measure the intensity of the sentiment. During the analysis process, VADER scans the 

text for words found in its lexicon and can determine the polarity index using the polarity_scores() function. This 

function returns metrics for negative, neutral, positive, and compound values for a given sentence [13]. 

SentiWordNet is a lexical resource based on the WordNet Lexicon. This resource groups words into 

synsets such as adjectives, nouns, and verbs, and provides numerical scores based on their objectivity, positivity, 

and negativity. In the sentiment analysis process using SentiWordNet, a repository of lexical words is used to 

assign sentiment scores. The sentiment score for each word in a text is calculated by comparing its positive and 

negative values. The overall sentiment score for the text is then computed by summing these individual scores. 

The text is broken down into individual words, and preset functions are used to calculate the sentiment score of 

each word. The sentiment of the text is then evaluated to determine whether it is positive, negative, or neutral 

based on the cumulative sentiment score [14]. 

This study aims to collect and evaluate public sentiment regarding the rice price increase in 2024 in 

Indonesia, particularly through the Twitter platform, using the Naïve Bayes method. The novelty of this research 

lies in its focus on economic issues, specifically rice price increases, which have received limited attention in 

sentiment analysis studies using Naïve Bayes. Additionally, unlike previous studies that rely on traditional 

sentiment labeling, this research compares the role of automated data labeling using VADER and SentiWordNet 

in improving classification accuracy. This is important because literature comparing automated labeling methods 

in sentiment analysis remains limited. Based on this background, the research questions formulated are how to 

use Naïve Bayes to assess public sentiment about the rice price increase and how data labeling influences the 

accuracy of Naïve Bayes. The objective of this study is to apply Naïve Bayes in sentiment analysis related to the 

rice price increase on Twitter and evaluate the impact of data labeling on the accuracy of the Naïve Bayes model, 

providing new insights into both sentiment analysis of economic issues and the effectiveness of automated 

labeling techniques. 
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2. RESEARCH METHODS 

This research was conducted through organized, structured, and systematic stages to ensure that each 

step produces valid and reliable data and findings. The stages of this research include data collection, data 

preprocessing, translation, labeling, data splitting, TF-IDF feature extraction, Naïve Bayes classification, and 

evaluation. These stages are illustrated in Figure 1. 

 

Figure 1. Research stages 

2.1 Data Collection 

In this study, the data collection method was conducted using data crawling technique. This method 

was implemented through Python coding and utilizing the tweet-harvest library, which is used to retrieve data 

from the Twitter API. The purpose of this crawling method is to obtain raw data from relevant tweets, which 

will later be processed into sentiment analysis products. The data obtained from this process provides insights 

into public opinion and societal reactions to the rise in rice prices during the specified period [15]. 

2.2 Data Preprocessing 

Data preprocessing aims to improve data quality and facilitate its analysis. The preprocessing stages 

involve several processes. Data cleaning refers to the removal of irrelevant characters or elements from text data, 

such as punctuation, numbers, or special symbols. For example, the text “Harga beras naik!!! @123” would be 

transformed into “Harga beras naik.” Case folding involves converting all letters in the text to lowercase for 

consistency, such as changing “Harga Beras Naik” to “harga beras naik.” Normalization refers to converting 

non-standard words or abbreviations into their correct and standard forms according to linguistic rules. For 

instance, the text “harga beras gk naik yg signifikan” would be normalized to “harga beras tidak naik yang 

signifikan.” Stopword removal entails eliminating common words that hold little significance in the analysis, 

such as “dan,” “yang,” and “di.” An example of this process is transforming “Harga beras di pasar naik dengan 

cepat” into “harga beras pasar naik cepat.” Tokenizing involves breaking the text into smaller units, usually 

words. For instance, the sentence “Harga beras naik” would be tokenized into [“harga,” “beras,” “naik”]. Lastly, 

stemming reduces words to their root forms, such as transforming [“menaikkan,” “kenaikan,” “naik”] into 

[“naik,” “naik,” “naik”]. 

2.3 Translation 

In sentiment analysis based on automated labeling from Indonesian text, translation is utilized to enable 

access to advanced labeling methods such as VADER and SentiWordNet, which are designed for the English 

language. By translating the text, the analysis can leverage a more extensive sentiment lexicon, enhancing 

labeling accuracy and reducing language ambiguity. Translation also ensures consistency in the analysis, 

especially when models or algorithms are optimized for English [16]. 

2.4 Labeling 

Labeling serves to assign tags or categories to raw data so that it can be utilized in analysis, particularly 

in machine learning and text analysis. In this study, two types of labeling—negative, positive, and neutral—are 

used with the automated lexicon labeling methods VADER and SentiWordNet. 

VADER Labeling, this is an automation-based labeling method that uses a sentiment lexicon. VADER 

is implemented using the Sentiment Intensity Analyzer package in Python [17][18][19], where the composite 

score is divided into three categories: scores ≤ -0.05 are considered negative, scores > -0.05 and < 0.05 are 

considered neutral, and scores ≥ 0.05 are considered positive [20]. Mathematically, the aggregation calculation 

for this method is as Equation (1).  

𝐶𝑜𝑚𝑝𝑜𝑢𝑛𝑑 𝑆𝑐𝑜𝑟𝑒 =  
(𝑠𝑢𝑚 𝑜𝑓 𝑣𝑎𝑙𝑒𝑛𝑐𝑒 𝑠𝑐𝑜𝑟𝑒𝑠)

√((𝑠𝑢𝑚 𝑜𝑓 𝑣𝑎𝑙𝑒𝑛𝑐𝑒 𝑠𝑐𝑜𝑟𝑒)2+𝛼)
  (1) 

where α is a scaling constant set for normalization. 

SentiWordNet Labeling, this is an automation-based labeling method that relies on lexical resources 

based on the WordNet Lexicon [21]. SentiWordNet 3.0 uses a semi-supervised learning process involving 

"seeds" for positive and negative synsets, followed by a classification training process to determine sentiment 
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polarity [22][23]. The polarity results are classified into positive, negative, or objective, with numerical values 

interpreted into three labels: ≤ -0.05 is considered negative, > -0.05 and < 0.05 is considered neutral, and ≥ 0.05 

is considered positive. Mathematically, the algorithm for this method can be written as Equation (2).  

𝑆𝐶 =  
1

𝑁
∑ (𝑃𝑜𝑠𝑆𝑐𝑜𝑟𝑒(𝑖) − 𝑁𝑒𝑔𝑆𝑐𝑜𝑟𝑒(𝑖))𝑁

𝑖=1   (2) 

where 𝑆𝐶 is the Sentiment Score and 𝑁 is the number of words in the text. 

2.5 Data Splitting 

Data splitting divides the dataset into two parts: training data and testing data. By splitting the dataset, 

model evaluation can be performed using data that has never been seen before (testing data), which tests the 

model's ability to generalize from the data used in training (training data). An example of this process is splitting 

the data into 80% for training and 20% for testing. 

2.6 TF-IDF Feature Extraction 

Feature extraction using TF-IDF (Term Frequency-Inverse Document Frequency) serves as a method 

to transform text into numerical representations. TF-IDF helps reduce the weight of common words that appear 

in many documents, while also identifying key and meaningful words unique to each document [24][25]. 

Mathematically, the calculation of this method is as Equation (3). 

𝑇𝐹𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑇𝐹(𝑡, 𝐷) ×  𝐼𝐷𝐹(𝑡, 𝐷)  (3) 

with 𝑡 : the word being evaluated 

𝑑 : the document being evaluated 

𝑇𝐹 : measures the frequency of a word within a document 
 𝐼𝐷𝐹 : measures the importance of a word 

 

Mathematically, the calculation of the TF and IDF methods is as Equations (4) and (5). 

𝑇𝐹(𝑡, 𝑑) =  
𝑛𝑡

𝑛𝑑
  (4) 

with 𝑛𝑡 : the number of occurrences of term t in document d 

𝑛𝑑 : the total number of terms in document d 

𝐼𝐷𝐹(𝑡, 𝐷) =  𝑙𝑜𝑔
𝑁

𝑑𝑓𝑡
  (5) 

with 𝑑𝑓𝑡 : the number of documents containing term t 

2.7 Naïve Bayes 

Naïve Bayes is an algorithm that falls under supervised classification. This algorithm is based on Bayes' 

Theorem [26], which assumes that the attributes of the data are statistically independent. In sentiment analysis, 

the combination of TF-IDF and Naïve Bayes allows the system to determine the key words that influence 

positive, negative, or neutral sentiment. To train the Naïve Bayes model, the TF-IDF representation of the data 

and training labels are fed into the fit function. Then, the Naïve Bayes model will classify additional data with 

the help of the training data. Mathematically, the calculation of this method is as Equation (6). 

𝑃(𝐶|𝑋) =  
𝑃(𝑋|𝐶) ×𝑃(𝐶)

𝑃(𝑋)
  (6) 

with: 𝑃(𝐶|𝑋) : the posterior probability of class C given feature X  

𝑃(𝑋|𝐶) : the probability that a document in class C will have feature X 

𝑃(𝐶) : the prior probability of class C 

 𝑃(𝑋) : the prior probability of feature X 

2.8 Evaluation 

Evaluation serves as a crucial stage after training the model, used to measure and assess the performance 

of the model in analyzing and predicting data. In this stage, the performance of the VADER and SentiWordNet 

labeling methods is also compared. During the evaluation phase, various metrics or performance indicators are 

used to assess how well the model can generate accurate and reliable predictions. Some commonly used 

evaluation metrics in sentiment analysis and text classification include accuracy score, precision, recall, and F1-

Score [27]. These metrics help illustrate the model's success in achieving the analysis objectives, such as 

identifying positive and negative sentiment from text. Mathematically, these metrics are as follows. 

Accuracy, defined as the ratio of correctly classified instances to the total number of predictions made 

by the model as Equation (7). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁)
  (7) 

Precision, defined as the ratio of correctly classified positive samples to the total number of samples 

predicted as positive as Equation (8). 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (8) 

Recall, defined as the ratio of actual positive occurrences to the total number of actual positive 

occurrences in the classification as Equation (9). 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (9) 

F1-Score, defined as the harmonic mean of Recall and Precision as Equation (10). 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2(𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (10) 

with 𝑇𝑃 : True Positive 

𝐹𝑃 : False Positive 

𝑇𝑁 : True Negative 

 𝐹𝑁 : False Negative 

3. RESULTS AND DISCUSSION 

3.1 Data Collection 

 In this phase, the crawling method is implemented using Python coding and the tweet-harvest library, 

focusing on collecting data with the Indonesian keyword "kenaikan harga beras 2024" gathered from the period 

of September 5, 2023, to April 9, 2024. The result of the crawling process is a dataset of 4654 entries, ready for 

processing in the next phase, as shown in Figure 2. 

 

Figure 2. Data collection 

3.2 Data Preprocessing  

In this phase, data cleaning is performed on the full_text attribute, which includes the removal of 

duplicate sentences, normalization of non-standard words, elimination of punctuation and symbols, text 

consistency by converting it to lowercase, removal of common words (stopwords), conversion of words to their 

root form (stemming), and text segmentation into tokens (tokenization). As a result, a dataset of 3454 entries is 

generated, as shown in Figure 3.  

 

Figure 3. Data preprocessing 
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3.3 Translation  

In this phase, the data is translated from Indonesian to English in the full_text attribute using the Google 

Translate API. The translated result is stored in a new attribute called text_translate. This process aims to ensure 

that the data can be further analyzed in the automatic labeling phase. 

Figure 4 shows the view of the full_text before translation. 

 

Figure 4. Data full_text before translation 

Figure 5 shows the view of the full_text after translation. 

 

Figure 5. Data full_text after translation 

3.4 Labeling  

In this phase, automatic labeling is performed using the text_translate attribute by utilizing NLTK 

(Natural Language Toolkit) with the VADER and SentiWordNet lexicons. 

3.4.1 VADER Labeling 

This VADER labeling process results in the total sentiment, as shown in Table 1. 

Table 1. Total Sentiment for VADER Labeling 

Sentiment Total 

Positive 1628 

Negative 958 

Neutral 868 
 

Figure 6 shows the view of the automatic labeling using the VADER method. 

 

Figure 6. VADER Automatic Labeling 
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3.4.2 SentiWordNet Labeling 

This SentiWordNet labeling process results in the total sentiment, as shown in Table 2. 

Table 2. Total sentiment for SentiWordNet labeling 

Sentiment Total 

Positive 2464 

Negative 919 

Neutral 71 
 

Figure 7 shows the view of the automatic labeling using the SentiWordNet method. 

 

Figure 7. SentiWordNet Automatic Labeling 

3.5 Data Splitting  

In this phase, the data is divided using negative and positive sentiment. Table 3 shows the comparison 

of the training and testing data for both the VADER and SentiWordNet methods. 

Table 3. Data Split Comparison for VADER and SentiWordNet 

No Data Split Ratio VADER SentiWordNet 

1 
Train 60% 1552 2030 

Test 40% 1034 1353 

2 
Train 70% 1810 2368 

Test 30% 776 1015 

3 
Train 80% 2069 2706 

Test 20% 517 667 

4 
Train 90% 2327 3045 

Test 10% 259 338 

3.6 Naïve Bayes 

At this stage, Naive Bayes functions as a probabilistic classification model used to predict text sentiment 

based on features extracted from the data. The "Text" column contains words or features from the analyzed 

documents to determine the sentiment class, such as "Positive" or "Negative." The "Posterior Probabilities" 

column shows the probability of each class calculated by the model, where the model combines the prior class 

probabilities with the likelihood of words in the text to compute the final probabilities. The "Predicted Class" 

column represents the prediction results of Naive Bayes, which is the class with the highest probability, while 

the "True Class" column indicates the original labels of the data used for evaluation. By comparing the Predicted 

Class with the True Class, we can measure the model's accuracy and understand how the model interprets textual 

data, as illustrated in Figure 8. 

 

Figure 8. Detailed Naive Bayes computation 

3.7 Testing and Evaluation  

In this phase, testing is conducted using Feature Extraction, Naïve Bayes, and evaluating the results 

from various data split comparisons for the VADER and SentiWordNet labeling methods. 

http://avitec.itda.ac.id/
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3.7.1 VADER Labeling 

The accuracy results of the VADER labeling based on the comparison of training and test data splits 

are shown in Table 4. 

Table 4. Results of VADER testing and evaluation 

Split Ratio Precision Recall F1-Score Accuracy 

60:40 
Negative 0.6360 0.4511 0.5278 

0.7117 
Positive 0.7373 0.8565 0.7925 

70:30 
Negative 0.6300 0.4406 0.5185 

0.6973 
Positive 0.7208 0.8480 0.7792 

80:20 
Negative 0.6765 0.4742 0.5576 

0.7165 
Positive 0.7309 0.8629 0.7914 

90:10 
Negative 0.7414 0.4574 0.5658 

0.7442 
Positive 0.7450 0.9085 0.8187 

 

Based on the VADER labeling results with various data splits (60:40, 70:30, 80:20, and 90:10), there is 

a noticeable trend of improved model performance on positive sentiment. However, the model's performance on 

negative sentiment is still unsatisfactory. For negative sentiment, although precision continuously increases with 

the larger training data portion, ranging from 0.6360 (60:40) to 0.7414 (90:10), recall remains low, between 

0.4406 and 0.4742. This indicates that the model is accurate in predicting correctly labeled negative samples, but 

struggles to capture all the negative samples, resulting in lower F1-Score values. 

On the other hand, for positive sentiment, the model shows much better performance. Precision remains 

high across all splits, ranging from 0.7208 (70:30) to 0.7450 (90:10), while recall is also very high, especially at 

the 90:10 split with a value of 0.9085. This results in consistently high F1-Scores, indicating that the model is 

more effective at detecting and predicting positive sentiment compared to negative sentiment. Overall, accuracy 

also increases from 0.7117 (60:40) to 0.7442 (90:10), suggesting that using more training data helps improve the 

model's performance. 

3.7.2 SentiWordNet Labeling 

The accuracy results of the SentiWordNet labeling based on the comparison of training and test data 

splits are shown in Table 5. 

Table 5. Results of SentiWordNet testing and evaluation 

Split Ratio Precision Recall F1-Score Accuracy 

60:40 
Negative 0.6043 0.2380 0.3215 

0.7593 Positive 0.7771 0.9446 0.8527 

70:30 
Negative 0.6526 0.2340 0.3444 

0.7663 
Positive 0.7781 0.9557 0.8578 

80:20 
Negative 0.6833 0.2398 0.3550 

0.7786 
Positive 0.7879 0.9622 0.8664 

90:10 
Negative 0.7059 0.2667 0.3871 

0.7745 
Positive 0.7822 0.9595 0.8618 

 

The results of the SentiWordNet labeling with various data splits (60:40, 70:30, 80:20, and 90:10) show 

significantly different performance between the prediction of negative and positive sentiment. For negative 

sentiment, although precision gradually increases as the proportion of training data increases, from 0.6043 

(60:40) to 0.7059 (90:10), recall remains very low, ranging from 0.2340 to 0.2667. This low recall indicates that 

the model is unable to capture most of the negative samples, resulting in a low F1-Score for negative sentiment, 

with the highest value reaching only 0.3871 at the 90:10 split. 

On the other hand, for positive sentiment, the model demonstrates very good performance. Precision 

remains high across all splits, from 0.7771 (60:40) to 0.7879 (80:20), with recall also being very high, ranging 

from 0.9446 to 0.9622. The F1-Score for positive sentiment is also very good, with the highest value of 0.8664 

at the 80:20 split. This indicates that the model is highly effective in detecting and predicting positive sentiment, 

with very few prediction errors. In terms of accuracy, the model's overall performance shows a slight increase as 

the amount of training data increases, from 0.7593 (60:40) to 0.7786 (80:20). However, at the 90:10 split, the 

accuracy slightly drops to 0.7745, which may be due to the imbalance in performance between negative and 

positive sentiment. 

To facilitate the interpretation of the testing and evaluation results, visualizations are presented in the 

form of charts figure 9 for precision, the precision results obtained from the sentiment analysis comparison reveal 

significant insights into the performance of VADER and SentiWordNet across different data splits. For VADER, 
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the precision of negative sentiment classification ranged from 0.636 to 0.7414, showing a steady improvement 

as the training data proportion increased from 60% to 90%. Similarly, VADER's positive sentiment precision 

varied from 0.7373 to 0.745, indicating relatively consistent performance with minor improvements as the 

training set grew larger. In contrast, SentiWordNet displayed a more pronounced progression in the precision of 

negative sentiment classification, increasing from 0.6043 at a 60:40 split to 0.7059 at a 90:10 split. For positive 

sentiment, SentiWordNet consistently achieved higher precision compared to VADER, with values ranging 

between 0.7771 and 0.7879, showcasing a stable yet slightly increasing trend across all data splits. These results 

suggest that while both methods exhibit improvements with larger training data proportions, SentiWordNet 

consistently outperforms VADER in positive sentiment classification, whereas VADER demonstrates 

comparable or superior performance in negative sentiment classification depending on the data distribution. 
 

 

Figure 9. Comparison of precision 

Figure 10 for recall, the recall analysis highlights notable differences in the performance of VADER 

and SentiWordNet across various data splits. For VADER, the recall of negative sentiment classification 

fluctuated between 0.4406 and 0.4742, peaking at an 80:20 split but slightly declining at the 90:10 split to 0.4574. 

Conversely, VADER's positive sentiment recall demonstrated a consistent upward trend, increasing from 0.8565 

at a 60:40 split to a high of 0.9085 at a 90:10 split, reflecting its strong ability to identify positive sentiment as 

the training data size grew. SentiWordNet, on the other hand, exhibited considerably lower recall for negative 

sentiment, ranging from 0.238 at a 60:40 split to 0.2667 at a 90:10 split, indicating limited capability in 

recognizing negative sentiments regardless of data distribution. However, for positive sentiment, SentiWordNet 

achieved exceptionally high recall, starting at 0.9446 and reaching up to 0.9622, with only slight variations across 

the different splits.These findings suggest that VADER is more effective in capturing negative sentiments, albeit 

with moderate recall values, while SentiWordNet demonstrates superior performance in identifying positive 

sentiments, achieving consistently high recall across all data splits. 
 

 

Figure 10. Comparison of recall 
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Figure 11 for F1-Score, the F1-Score analysis reveals key differences in the performance of VADER 

and SentiWordNet for sentiment classification across various data splits. For VADER, the F1-Score for negative 

sentiment classification improved consistently as the training data proportion increased, starting at 0.5278 for a 

60:40 split and reaching 0.5658 for a 90:10 split. Similarly, for positive sentiment classification, VADER 

achieved relatively stable performance, with F1-Scores ranging from 0.7792 to 0.8187, showing a gradual 

improvement as the training data size grew. In contrast, SentiWordNet demonstrated lower F1-Scores for 

negative sentiment classification, with values increasing modestly from 0.3215 at a 60:40 split to 0.3871 at a 

90:10 split. However, SentiWordNet exhibited consistently high F1-Scores for positive sentiment classification, 

ranging from 0.8527 to 0.8664, with slight variations across the data splits, indicating its robustness in identifying 

positive sentiments. These results suggest that VADER outperforms SentiWordNet in negative sentiment 

classification, while SentiWordNet maintains superior performance in positive sentiment classification. Both 

methods show improved F1-Scores as the proportion of training data increases, but their strengths differ 

depending on the sentiment category. 
 

 

Figure 11. Comparison of F1-Score 

Figure 12 for accuracy, the accuracy results highlight the overall effectiveness of VADER and 

SentiWordNet across different data splits. For VADER, accuracy ranged from 0.6973 at a 70:30 split to 0.7442 

at a 90:10 split, indicating steady improvement as the proportion of training data increased. This suggests that 

VADER's ability to correctly classify sentiments benefits from larger training datasets. SentiWordNet, on the 

other hand, demonstrated higher accuracy compared to VADER in all data splits. Its accuracy started at 0.7593 

for a 60:40 split and peaked at 0.7786 for an 80:20 split, with a slight decline to 0.7745 at a 90:10 split. This 

reflects SentiWordNet's consistency in sentiment classification performance across various data distributions. 

Overall, these findings indicate that while both methods improve with larger training datasets, SentiWordNet 

consistently outperforms VADER in terms of accuracy, particularly in scenarios with balanced or moderately 

skewed data splits. 
 

 

Figure 12. Comparison of Accuracy 
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The limitations of the methods used in this study are primarily related to the complexity of sentiment 

classification in Indonesian text and the effectiveness of automated labeling. VADER demonstrates better 

performance in balanced sentiment detection but struggles to identify negative sentiment accurately. On the other 

hand, SentiWordNet excels in detecting positive sentiment but has low recall for negative sentiment. These 

findings highlight the challenge of accurately classifying sentiments in datasets with imbalanced sentiment 

distributions. Additionally, the translation process from Indonesian to English for sentiment labeling may 

introduce errors, affecting the overall accuracy of classification. Therefore, while the applied methods are valid 

for this case, future research should explore improvements in sentiment classification, particularly for negative 

sentiment detection. 

The results of this study align with previous research that highlights the effectiveness of the Naïve 

Bayes method in sentiment analysis. However, unlike earlier studies that primarily focused on general sentiment 

classification, this research introduces a comparative evaluation of automated labeling methods VADER and 

SentiWordNet specifically in the context of economic issues, particularly the rice price surge in Indonesia. 

Compared to prior research, which demonstrated high accuracy levels of Naïve Bayes in various domains such 

as 98% precision in election-related sentiment analysis, 92% accuracy in tourism sentiment analysis, and 87.34% 

accuracy in COVID-19 policy sentiment analysis this study shows that the choice of labeling method 

significantly impacts classification performance. The findings indicate that VADER achieves a maximum 

accuracy of 74.42% at a 90:10 data split, excelling in detecting positive sentiments but struggling with negative 

sentiment classification (F1-score: 56.58%). On the other hand, SentiWordNet attains a higher accuracy of 

77.86% at an 80:20 split, with a recall of 96.22% for positive sentiment, but fails to capture negative sentiments 

effectively (F1-score: 32.15%). These results suggest that while Naïve Bayes remains a strong classifier for 

sentiment analysis, the effectiveness of sentiment labeling techniques varies depending on the dataset and 

context. Unlike previous studies where Naïve Bayes alone was evaluated, this research underscores the 

importance of selecting an appropriate labeling method to optimize classification accuracy, particularly in 

economic discourse where sentiment expressions may be more nuanced. 

4. CONCLUSION 

This study compares the performance of VADER and SentiWordNet in sentiment analysis of rice price 

increases, revealing distinct strengths and limitations. VADER achieves an accuracy of 69.73% to 74.42%, with 

its highest performance at a 90:10 data split, demonstrating balanced sentiment detection but struggling with 

negative sentiment classification, where its highest F1-score is only 56.58%. In contrast, SentiWordNet shows 

higher accuracy (75.93% to 77.86%) and excels in detecting positive sentiment, reaching an F1-score of 86.64% 

and a recall of 96.22% at an 80:20 ratio, but with a significantly lower recall for negative sentiment (F1-score of 

32.15%). These findings highlight the challenges in sentiment classification due to imbalanced sentiment 

distribution and the limitations of automated labeling. Additionally, translation from Indonesian to English may 

introduce errors that affect classification accuracy. Future research should focus on improving negative sentiment 

detection and refining sentiment labeling techniques to enhance overall classification performance. 
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